\[ F = \frac{1}{\Sigma W \sin \alpha} \Sigma \left[ \frac{c' B + (W - uB) \tan \phi'}{\cos \alpha + (\sin \alpha \tan \phi'/F)} \right] \]

\[ k_x \frac{\partial^2 h}{\partial x^2} + k_z \frac{\partial^2 h}{\partial z^2} = 0 \]
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Development of a practical methodology for the analysis of gravity dams using the non-linear finite element method

J H Durieux, B W J van Rensburg

For many decades the ‘classical’ method has been used to design gravity dams. This method is based on the Bernoulli shallow beam theory. The finite element method (FEM) has become a powerful tool for the dam design engineer. The FEM can deal with material properties, temperatures and dynamic load conditions, which the classical method cannot analyse. The FEM facilitates the design and optimisation of new dams and the back analysis of existing dams.

However, the linear elastic FEM has a limitation in that computed stresses are sensitive to mesh density at ‘singularity points’. Various methods have been proposed to deal with this problem. In this paper the Drucker-Prager non-linear finite element method (DP NL FEM) yield model is presented as a method to overcome the problem of the stress peaks at singularity points, and to produce more realistic stresses at the base of the dam wall.

The fundamentals of the DP NL FEM are presented. Benchmark studies of this method demonstrate the method’s viability to deal with zones in a structure with stresses beyond the elastic limit where yielding of the material occurs.

A case study of a completed gravity dam is analysed, comparing several analysis techniques. The service and extreme load cases are investigated. Different material properties for the concrete and rock, including weathered material along the base of the wall, are considered. The application and merits of the DP NL FEM are presented. The calculation of the critical factor of safety against sliding is done with a more realistic determination of the conditions along the base of the wall.

INTRODUCTION

Throughout history many methods and theories have been developed to design gravity dams. For many decades the popular ‘classical’ or ‘conventional’ method (CM) was used. This method became virtually a design standard and is still used by many engineers. It is based on the formulation of Bernoulli’s ‘shallow beam theory’. Despite its popularity, the method has many limitations. Its popularity can be attributed to its straightforward approach, conservative results and the fact that manual calculations can be done.

The finite element method (FEM) has become a popular tool for analysing complex structures. Although the geometry of a gravity dam is very basic, the structural analysis of such a mass concrete structure is relatively complex, due to the non-linear material behaviour and the variety of static and dynamic loads acting on the structure. In this paper the FEM is investigated as a design tool for analysing gravity dams. Although the FEM is already widely used for this purpose, there are some deficiencies that have to be addressed in order to fully utilise this method. The major shortcoming of the linear elastic FEM is its sensitivity to mesh density and stress peaks at the points of so-called ‘singularities’. These are positions where the structure has sharp edges, or re-entrant corners, usually leading to infinite stresses. An additional shortcoming of the linear elastic FE analysis is dealing with brittle material behaviour in tension and compression stress zones.

Although in this paper the FEM Drucker-Prager material yield model is illustrated with 2-D models, these principles and concepts can also be adapted to 3-D models.

CLASSICAL METHOD (CM)

The theory of the CM is well documented (USBR 1976; CADAM 2001). This method, used to evaluate the stability of a gravity dam, is based on two criteria: (1) the calculation of the tensile stress at the heel and toe of the wall by means of the Bernoulli thin beam formula, and (2) the factor of safety against gravity dams, non-linear finite element method, classical method, singularity point, Drucker-Prager.
sliding calculated from the Coulomb friction equation. A set of load combinations is evaluated according to the design standards. These are based on failure mechanisms relevant to the specific gravity dam. The CM method will not be dealt with in this paper, although the results of a CM analysis with the well-known program CADAM (2001) will be illustrated.

In South Africa and many other countries no official code of practice for dam design is available, and the design criteria, load conditions, acceptable stresses and factors of safety (FOS) are left to the discretion of the approved professional person (APP) and/or design engineers. However, a large variety of SANCOLD (South African National Committee on Large Dams) and ICOLD (International Commission on Large Dams) publications and guidelines are available to the design engineer.

**FINITE ELEMENT METHOD (FEM)**

The FEM is a powerful design tool for analysing gravity dams, but when the analyses are performed in the linear elastic domain, the problems of stress peaks at the points of singularity have to be addressed. Figure 1 illustrates the singularity problems at the heel and toe of the wall of a gravity dam for a homogeneous wall and foundation. The heel is defined as the position where the upstream face of the wall intersects the foundation face. Similarly the toe is defined as the position where the downstream face of the wall intersects the foundation face.

The points where singularities emerge are important positions in gravity dam design. In order to address the singularities problem for linear FE analysis, the following solutions were investigated by Durieux (2009):

- Identify points where singularities occur and disregard the peak stresses within a small restricted area.
- Use a relatively coarse FEM mesh to eliminate the singularity effects, but still capture the essential stresses in the wall section with reasonable accuracy.
- Employ ‘stress linearisation’.
- Modify the geometry to incorporate a fillet or round-off radius, relaxing the stress concentration.

Non-linear analysis techniques provide more realistic stress distributions at singularities:

- Fracture mechanics techniques which simulate crack development at the singularity point and redistribute the stress surges.
- Contact elements follow a prescribed path and open when a specified tensile stress occurs, and thus relieve tensile stresses.
- Non-linear material methods, such as the Mohr-Coulomb and Drucker-Prager yield models, which will be the focus of this paper.

**Illustration of the singularity effect on a hypothetical triangular dam in 2-D**

To illustrate the effect of the singularity problem on a gravity dam, a 2-D plane strain FE model of a hypothetical triangular dam was created with different mesh densities. Figure 2 illustrates some of these mesh densities for a 100 m high triangular gravity dam with a downstream slope of 1:0.8. A monolithically FEM mesh was used, i.e. wall
and foundation were only distinguished by their material properties, but no discontinuities were introduced, such as contact elements.

The load conditions applied are: (a) hydrostatic pressure of 100 m water applied on the upstream face, (b) full uplift pressure under the wall (triangular distribution from 1 MPa at the heel to zero at the toe), and (c) self-weight of the concrete wall. The MSC Marc FE program was used (MSC Marc 2003).

The material properties of a typical concrete gravity dam were used, i.e. elastic modulus for concrete $E_s = 20$ GPa, Poisson’s ratio $\nu = 0.22$ and density $\rho = 2.400$ kg/m$^3$. For the foundation, $E_r = 30$ GPa and $\nu = 0.25$ were used. No density was incorporated into the foundation block. The boundary conditions were applied on the foundation block and were fixed on the lower circumference in the x and y directions. The last mesh illustrated in Figure 2 is one-way biased to limit the number of elements, but still has the correct element size at the heel of the wall.

Figure 3 illustrates the contour plot of the vertical normal stress ($S_y$) for a mesh density of a one-way biased 160 elements at the base of the wall. The load case was for the above-mentioned load condition. The maximum vertical normal stress $S_y$ at the heel of the wall is 5.30 MPa.

Figure 4 illustrates the distribution of normal tensile stress $S_y$ at the heel of the wall for the seven mesh densities. The load conditions (as outlined above) were the same for all the analyses.

The normal stress $S_y$ at the heel of the wall in Figure 4 varies from 0.36 MPa to 5.30 MPa for the 4 to 160 element mesh densities, illustrating the large disparity in the stress. The question is, which stress is the correct one to represent the stress condition at the heel of the wall?

The main stability criterion used in the CM is based on calculating the stress at the heel of the wall and assessing it with an allowable tensile stress for a given load condition. However, when the same evaluation criterion is used with the linear FEM, conflicting conclusions on the safety of the structure can be reached, due to the large stress variation at the heel depending on the mesh density (illustrated in Figure 4). It is thus necessary to adopt another evaluation criterion for the FEM.

One of the methods mentioned above to address the singularity problem in an FEM is to use the non-linear material yield models. The Drucker-Prager (DP) yield model is well suited to deal with this problem, but then an alternative evaluation criterion would have to be adopted for gravity dams. The authors have found that a useful technique for evaluating the structural behaviour of a gravity wall, utilising the non-linear FEM, is by computing the equivalent plastic strain (EQPS) of the wall for the given load conditions. The EQPS provides a means of measuring the material yielding in the plastic zone (plastic strain) and presents the areas where plastic material yielding is assumed to occur. The EQPS can be illustrated on a graph presenting the normal stress versus strain. The position where the EQPS starts is where the curve deviates from the linear relationship (see Figure 5 in next section).

**Figure 3 Vertical normal stresses for a triangular gravity dam with a mesh density of 160 elements along the base**

**Figure 4 Maximum vertical normal stresses at the heel of the triangular gravity dam for different numbers of elements along the base**

**DETERMINATION OF THE PARAMETERS FOR THE DRUCKER-PRAGER MODEL FROM STANDARD LABORATORY TESTS**

The theory of the DP model is well documented in text books, such as Zienkiewicz (1977) and Chen (1982).

A simplified uni-axial stress-strain curve for the DP ideal plastic model is presented in Figure 5, which illustrates the linear and non-linear relationship between stress and strain.

In Figure 5 the stress-strain curve illustrates that the theory of the linear plastic DP (also called the ideal plastic DP) is a conservative approach, because the linear horizontal line of the relationship deviates from the non-linear stress-strain curve when entering...
the non-linear region. This implies that the
yielding stress of the material is kept con-
stant at a lower stress level below the actual
stress-strain relationship. This approach is
valid only until the horizontal (dotted) line
intersects the non-linear curve. The DP
analysis should be kept within this strain
region to ensure a conservative
approach.

Figure 6, from Zienkiewicz (1977), illus-
trates the Mohr-Coulomb, Tresca, Drucker-
Prager (DP) and Von Mises material yield
criteria. It should be noted that the stresses
are illustrated in the negative zones. The
envelopes represent the failure domain.

\[ \sigma_1, \sigma_2 \text{ and } \sigma_3 \text{ are the maximum, intermediate and minimum principal stresses respectively, } \phi \text{ is the internal friction angle and } c \text{ the cohesion.} \]

This paper will focus on the Drucker-Prager
yield criterion.

**Basic theory of the Drucker-Prager model**

In Chen (1982) and MSC Marc (2003) the
following equation of the Drucker-Prager
yield criterion is given:

\[ f = \alpha J_1 + J_2^{1/2} - \frac{\sigma}{\sqrt{3}} = 0 \]  

The equations for calculating the \( c \) and \( \phi \) are
given in terms of \( \alpha \) and \( \sigma \):

\[ c = \frac{\sigma}{3(1 - 12\alpha^2)^{1/2}} \text{ and } \sin \phi = \left( \frac{3\alpha}{(1 - 3\alpha^2)^{1/2}} \right) \]

Chen (1982) also gives the equations for
determining the values of friction and cohe-
sion in terms of the tensile and compressive
yield strength of the material:

\[ \sin \phi = \frac{f_c - f_t}{f_c + f_t} \text{ and } c = \frac{f_c f_t}{f_c - f_t} \text{ Tan } \phi \]

where:

\[ f_t = \text{tensile strength of material} \]

\[ f_c = \text{compressive strength of material} \]

Figure 6 Graphical illustrations of the different yield criteria (Zienkiewicz 1977)
By substituting these values of $\phi$ and $c$ in Equation (2) the parameters for the DP model ($\sigma$ and $\alpha$) can be obtained.

From the above equations it can be seen that, by simply using the tensile and compressive strengths of the concrete, all the necessary parameters for the DP model can be derived. These material properties can be obtained from standard material laboratory tests.

**BENCHMARKS APPLYING THE DRUCKER-PRAGER MODEL**

To evaluate the accuracy of the DP non-linear FEM (DP NL FEM) to address the singularity problem in concrete structures, a series of benchmarks were conducted.

The DP NL FEM analyses were computed with MSC Marc (2003) using the non-linear material facility. The loads were divided into time-steps and ramped from zero to maximum value during specific time-steps. The load time-stepping is necessary to accomplish correct convergence in the FE program for material yielding throughout the structure. For each time-step an iterative process was used to ensure that complete convergence had been obtained. Convergence is defined as a solution of which the results for stress or deformation congregate to a single value through the prescribed time-steps and iterations, and the oscillation of the results stabilises within the given convergence tolerances.

The benchmarks from, amongst others, Bhattacharjee and Léger (1994) and Carpinteri et al (1992) were arranged and conducted, and described comprehensively in Durieux (2009), according to the level of complexity:

- Simple tensile specimen
- 2-D standard beam test
- 2-D standard shear beam
- Model gravity dam
- Full-size concrete gravity dam.

One benchmark of a model gravity dam (as shown in Figure 7), 2.4 m high, of Carpinteri et al (1992) is summarised by way of illustration. This benchmark was chosen because information on the physical laboratory model and the results of a fracture mechanics study by Bhattacharjee and Léger (1994), same FE model as illustrated in Figure 7, were available.
Bhattacharjee and Léger (1994) analysed this model dam applying a non-linear fracture mechanics crack propagation criterion. A ‘fixed crack model with variable shear resistance factor’ (FCM-VSRF) was employed. In this model, the local reference axis system is first aligned with the principal strain directions at the instance of softening initiation, and kept non-rotational for the rest of an analysis. The shear resistance factor is derived using the strain components corresponding to the fixed local axis directions. The variable shear resistance factor takes account of deformations in both lateral and normal directions to the fracture plane.

The DP NL FEM was loaded with a triangular load representing the point loads on the model concrete dam. The boundary conditions were applied directly on the base of the wall. No uplift loading was modelled. The total load of the triangularly distributed load was ramped from zero to 1 500 kN. The parameters used in the DP benchmark model are from Bhattacharjee and Léger (1994) and are given in Table 1.

The values for the crack mouth opening displacement (CMOD), for the pre-assigned notch, were computed by the authors utilising the DP NL FEM and the results compared with the experimental data. From Figure 8 it can be seen that the CMOD values compared well with the experimental model. It can be noted that the theoretical fixed-crack model with variable shear resistance factor (FCM-VSRF) is less ‘stiff’ than the DP NL FEM.

With the maximum load of 1 500 kN, the DP NL FEM model exhibits two zones where plastic strain has occurred, as illustrated by the EQPS, and here material failure can be expected. From the results in Figure 8 it can be seen that the CMOD of the DP NL FEM correlated well with the experimental data of the concrete model by Carpinteri et al (1992).

Models of the DP NL FEM were also prepared by Durieux (2009) to evaluate the sensitivity of peak stresses at singularity points for a variation in mesh density. These results showed that the DP NL FEM is significantly less sensitive (than the linear FEM) to a variation in mesh density.

Finally, to calibrate the mass concrete material parameters for the DP NL FEM, Durieux (2009) studied the laboratory-tested material properties of 12 existing DWS dams. The average tensile strength of the mass concrete used in DWS dams is found to be 3.77 MPa, with a standard deviation of 0.8 MPa. The corresponding compressive strength is 33.3 MPa, with a standard deviation of 12.7 MPa. (This is consistent with the traditionally accepted ratio for mass concrete where the tensile to compressive strength ratio is approximately 10%.)

**CASE STUDY**

The following case study of a dam recently constructed was chosen, because it was designed in accordance with the latest design criteria and reviewed by a panel of specialist dam engineers in South Africa. The dam shape was optimised by the CM in agreement with the recommended design memorandum (RDM) of the Professional Design Team (2005). The objectives of the case study were to illustrate:

- the contrast in the stress distributions between a linear static analysis and a DP NL FE analysis for an extreme load condition
- the region where material yielding is expected for an extreme load condition
- the stress distribution along the base of the wall when a long-term, or residual, material property was used
- the variation in the factor of safety (FOS) against sliding calculated for the CM and the DP NL FEM, as exhibited by a failure domain graph.

Figure 9 is an artist’s impression of the dam. The dam has a centre OG spillway and roller-compacted concrete flanks.

For the purpose of this paper three types of analyses were done for comparison:
Classical method
The geometry as presented in Figure 10 was used to set up the data for the CADAM program.

The input parameters for the CM are:
- Internal friction angle (peak) at the base surface ($\phi$) = 40°
- Cohesion (peak) at the base surface ($c'$) = 0.6 MPa
- Density of mass concrete ($\rho_c$) = 2 450 kg/m³
- Density of silt ($\rho_s$) = 400 kg/m³

Service load case:
- Hydrostatic pressure at full supply level (FSL = 75.0 m)
- Silt load of 40 m
- Self-weight
- Partial uplift condition (pore pressure drained under the base line).

Extreme load case:
- Hydrostatic pressure of a safe evaluation flood (SEF = 81.5 m)
- Silt pressure of 40 m
- Tail-water level of 23 m on the downstream side for an SEF
- Self-weight
- Partial uplift condition.

Finite element models
Assumptions of the finite element models
- Homogeneous models, i.e. no contact elements
- No temperature loads
- No seismic loads
- Use of second-order isoparametric elements
- Boundary conditions: The structure was restrained on the foundation block in the x and y directions as illustrated in Figure 10. The FEM is homogeneous, i.e. no special elements between the wall and foundation were introduced, e.g. contact elements. However, at the first layer of elements above the foundation block a separate material property was also assigned to represent an old and deteriorated contact layer.

The concrete material properties were taken from the Professional Design Team (2007) laboratory report. An average compressive concrete strength of 15 MPa was specified. The maximum allowable tensile stress was determined from the traditional ratio of 1:10 of tensile to compressive stress.

Material parameters
Mass concrete:
- Modulus of elasticity ($E_c$) = 20 000 MPa
- Poisson’s ratio ($\nu$) = 0.22
- Density ($\rho$) = 2 450 kg/m³

Properties for sliding calculations:
The properties at the base sliding line:
- Friction angle ($\phi$) = 40°
- Cohesion ($c'$) = 0.6 MPa

Drucker-Prager parameters:
- Normal and long-term (residual) compression stress for concrete $f_{cc} = 15.0$ MPa
- Normal (residual) tensile stress for concrete $f_{tc} = 1.5$ MPa
- Long-term (weathered) tensile stress for concrete $f_{tc} = 0.2$ MPa

The very low residual material strength was chosen to simulate a deteriorated, very old concrete. Results of acoustics emission laboratory tests have demonstrated that old concrete under severe conditions can eventually reach very low tensile strength values of 0.2 MPa (Oosthuizen 2007).

From the equations presented, the values for the DP parameters were calculated:
- Normal concrete: $f_{tc} = 1.5$ and $f_{cc} = 15$ MPa: DP parameters: $a_{tc} = 0.247$ and $\sigma_{tc} = 2.14$ MPa.
- Deteriorated concrete: $f_{tc} = 0.2$ and $f_{cc} = 15$ MPa: DP parameters: $a_{tc} = 0.283$ and $\sigma_{tc} = 0.298$ MPa.

Foundation rock properties (for slightly weathered rock):
- Modulus of elasticity (fractured) ($E_{rock}$) = 10 000 MPa
- Poisson’s ratio ($\nu$) = 0.25
- Density ($\rho_{rock}$) = 0.25

Table 2 Results of the CADAM classical method

<table>
<thead>
<tr>
<th>Load case (partial uplift)</th>
<th>Stress at heel (MPa)</th>
<th>Stress at toe (MPa)</th>
<th>$FOS_{sliding}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Service load</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Result</td>
<td>Norm</td>
<td>Result</td>
</tr>
<tr>
<td></td>
<td>−0.38</td>
<td>&lt; 0.0</td>
<td>−1.10</td>
</tr>
<tr>
<td>Extreme load</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>−0.05</td>
<td>&lt; +0.5</td>
<td>−1.21</td>
</tr>
</tbody>
</table>

Note: Tensile stress is (+) and compressive stress is (−)
Drucker-Prager parameters for rock:
\( f_t_{\text{rock}} = 1.5 \text{ MPa}, f_c_{\text{rock}} = 15 \text{ MPa} \): DP parameters: \( a_{\text{rock}} = 0.247 \) and \( \sigma_{\text{rock}} = 2.14 \text{ MPa} \).

**Load cases for the linear and non-linear analyses**

In order to obtain the correct stresses (for full convergence in the FEM) for the non-linear analysis, the loads were stepped or ramped up through the different steps.

**Service load case: time-steps 1 to 3**

- Time-step 1 – the gravity load is ramped from zero to maximum.
- Time-step 2 – the hydrostatic pressure is ramped from empty to FSL.
- Time-step 3 – partial or drained uplift pressure is applied, as well as the silt load (silt level = 40 m).

**Extreme load case: time-step 4**

- Time-step 4 – The water overspill is ramped from FSL to SEF, and the corresponding tail-water pressure is applied as well (max tail-water = 23 m) (FSL = 75.0 m and SEF = 81.5 m as before).

The factor of safety (FOS) against sliding was determined along the horizontal contact line using the vertical normal stress \( S_y \) to calculate the Coulomb friction resistance.

**DISCUSSION OF CASE STUDY ANALYSES**

**Classical method**

The stresses at the heel and toe were calculated with the CADAM software. The results of the service and extreme load cases are represented in Table 2. The criterion for stability utilising the CM is by evaluating:

- The tensile stress (with CM compression) at the heel of the wall
- The compression stress at the toe of the wall
- The factor of safety (FOS) against sliding.

For both the service and extreme load cases no tensile stresses were found at the heel of the wall. This implies that this wall is stable against over-turning for the static load conditions. The factor of safety against sliding is also within the allowable range for the extreme load, but slightly low for the service load. This can be contributed to the fact that a relatively low cohesion was used.

**Finite element methods**

The FE method uses a quite different approach than the CM to evaluate the safety of a gravity wall. The loads in the FEM are divided into different load-steps. For this analysis four load-steps were selected, as illustrated in the previous paragraph. The first analysis presented is a linear static analysis with the load-steps from zero to the full supply level and followed by the eventual extreme load case for the SEF. The next analysis is the DP NL FEM for the same load-steps.

In Table 3 the normal stress \( S_y \) is used since it is comparable with the stress calculated for the CM. From Table 3 it can be observed that the tensile stress at the heel of the wall is reduced due to the yielding of the material.

Figure 12 is a contour plot of the maximum principal stresses at the heel of the wall for the linear FEM. This is the position where the maximum tensile stress occurs and can be
compared with the stress distribution of the DP NL FE analysis results. Note the restricted area where the high tensile stresses are located.

The maximum principal stress $S_1$ for the linear case is 7.2 MPa. The normal stress $S_y$ at the same position is 3.01 MPa. The yield stress for mass concrete is approximately between 2 and 3 MPa, which implies that material yielding will occur in the FEM at the heel of the wall.

Figure 13 presents the maximum principal stresses for the DP NL FEM analysis for the same load case as in Figure 12 (extreme load condition). The stress distributions for the linear and non-linear analyses can be compared. Note the lower principal tensile stress and the redistribution of the tensile stress at the heel of the wall.

The maximum principal stress has now decreased from 7.2 MPa to 1.635 MPa. This indicates that some yielding has occurred at the heel of the wall.

To illustrate the yielding, a contour plot of the total EQPS for the extreme load case is presented in Figure 14. The region of non-zero EQPS can be interpreted as the region where the material changes from the linear to the non-linear state on the stress-strain curve.

From Figure 14 it can be seen that the EQPS dips into the foundation at approximately 45° for a distance of approximately 3.5 m. This is a typical pattern where the material properties for the concrete wall and the rock foundation are of the same order. This failure pattern is also seen in fracture mechanics analyses of similar dams (Cai et al 2008).

The NL DP FE yield model can also be utilised in dam analysis where different material properties are used. For a worst-case scenario the same model was used, but with a weak or weathered residual layer of material between the concrete wall and the rock. Figure 15 illustrates the structural behaviour of this scenario. The tensile yield stress for the weak layer was assumed to be $f_y = 0.2$ MPa. No contact elements were included and the FE mesh is thus homogeneous.

From Figure 15 it can be seen that the yield zone is along the weak layer and does not dip into the rock as in Figure 14. The EQPS contour plot shows that yielding could occur up to approximately 15.5 m (24%) of the base length for such an extreme load condition. This is useful to evaluate the condition of very old dams founded on weathered concrete or rock. Weak foundation layers or deep-seated sliding joints can be analysed in a similar manner.

Figure 16 illustrates the maximum principal stress ($S_1$) along the base of the wall for the extreme load case and for the following three analyses:

<p>| Table 3 Vertical stresses at the heel and toe of the wall and FOS against sliding |
|----------------------------------|----------------|----------------|----------------|</p>
<table>
<thead>
<tr>
<th>Service load</th>
<th>Heel (MPa)</th>
<th>Toe (MPa)</th>
<th>FOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear FE</td>
<td>+1.77</td>
<td>-1.23</td>
<td>2.98</td>
</tr>
<tr>
<td>DP NL FE ($f_y = 1.5$ MPa)</td>
<td>+1.20</td>
<td>-1.24</td>
<td>2.97</td>
</tr>
<tr>
<td></td>
<td>+1.43</td>
<td>-1.56</td>
<td>2.51</td>
</tr>
</tbody>
</table>

Note: Tensile stress is (+) and compressive stress is (-)
Linear analysis (indicated as S1-L)
- NL DP FEM with equal concrete and rock material properties, $f_t = 1.5$ MPa (indicated as S1 $f_t = 1.5$)
- NL DP FEM with weathered material along the base of the wall $f_t = 0.2$ MPa and rock $f_t = 1.5$ MPa (indicated as S1 $f_t = 0.2$).

From Figure 16 it can be seen that the stress graphs converge at approximately 15 metres from the heel of the wall. The weathered base layer produces very low stresses at the heel.

Factor of safety against sliding
The critical factor of safety (FOS) of a gravity dam is typically the resistance against sliding. A “failure domain graph” (Oosthuizen 1985) is useful for determining the safety of a wall for given material properties, i.e. cohesion ($c'$) and friction angle ($\phi$), of the foundation at the contact surface. The values $c'$ versus $\phi$ for the FOS against sliding equal to either 1.0 or 2.0 are determined.

The calculation for the FOS against sliding is performed in a similar manner as used for the CM:

$$ FOS = \frac{c' A + (\sum V - U) \tan \phi}{\sum H} $$

where:
- $\sum V$ = sum of vertical loads, excluding uplift pressures
- $U$ = force due to uplift pressures
- $A$ = area of uncracked region along the base line
- $\sum H$ = sum of all horizontal loads, including tail-water pressures
- $c'$ = cohesion (apparent or real. For apparent cohesion a minimum value of compressive stress, $\sigma_n$, should be specified to determine the compressed area upon which cohesion could be mobilised)
- $\phi$ = friction angle (peak value or residual value).

The failure domain is the area below the line for $FOS = 1.0$, and the safe domain the area above the line $FOS = 2.0$. Figure 17 illustrates the results of the analyses of these domains for the CM and the NL DP FEM (indicated as FEM) for the case study for the extreme load case and a concrete tensile yield of $f_t = 1.5$ MPa. It is suggested that the NL DP FEM provides more reliable values for the required cohesion and internal friction angle.

**PROPOSED METHODOLOGY FOR THE ANALYSIS OF A GRAVITY DAM**

The following methodology for analysing gravity dams using the design criteria of the NL DP FEM is proposed:
- Initially prepare the CM and the linear 2-D FEM analyses. For the FEM select a relatively coarse mesh (to minimise the stress peaks). From these analyses identify any problem areas. Aspects to consider are the topography, geology and material properties.
- Perform an NL DP FEM and examine the area of non-zero EQPS to identify material yielding zones. Identify areas of extensive material failure. The safety of the structure is determined by standards laid down by the APP and the design engineer.
- For existing dams the back-analysis should be compared with information from instrumentation and geodetic surveys.
- As a first assumption, the material yielding regions, as detected from the EQPS.
plots, should preferably not exceed, say, 3% of the base width for a service load and 10% for an extreme load condition. These percentages are recommended by the authors and are based on past experience. The FOS against sliding is calculated from the summation of the computed normal stresses $S_y$, similar to the CM.

The 2-D FEM application illustrated here can be extended to 3-D analysis models. The Drucker-Prager yield model is compatible with a 3-D analysis. These models could include more aspects of the geometry and foundation details, such as geological joints and faults. 3-D analysis is important for dams where sliding along the flanks is of concern, i.e. where the wall is founded on steep flank formations (Lombardi 2007).

CONCLUDING REMARKS

The CM is still widely used to analyse gravity dams due to its straightforward approach. The CM has, however, limitations for back analysis on existing dams for dam safety evaluations, especially where weathered material is an important concern.

FEM analyses may use fine element meshes to incorporate more geometric detail. In the linear domain, the FEM is sensitive to mesh density and high stress peaks at singularity points. The non-linear FEM models analyse dams more accurately. For the use of contact elements the possible failure path should be postulated in advance. The NL fracture mechanics method (Cai et al. 2008) is possibly a more accurate, but extremely complicated, method to employ in the design of gravity dams. This paper illustrates the possibilities of the non-linear Drucker-Prager yield model.

It has been illustrated that gravity dams can be analysed with the NL DP FEM with more certainty, and that the high stress peaks at the singularity points can be overcome. One advantage of the NL DP FEM is that the DP parameters can readily be obtained from standard material laboratory tests.

The NL DP FEM facilitates the design and optimisation of dams with more confidence. New design criteria related to construction materials and different cross-sections can be investigated, and safer margins of structural stability can be determined.

For the purpose of safety back analysis of existing dams, the NL DP FEM (the DP parameters based on the in-situ material properties) may be used as a precursor to, and as a check for, the more complex NL fracture mechanics method.
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Shortcomings in the estimation of clay fraction by hydrometer

P Stott, E Theron

The estimation of clay fraction is important for predicting the engineering properties of a soil. SANS 3001 GR3 (SANS 2011) specifies a procedure for clay fraction determination using a hydrometer. It has long been suspected that there may be flaws in this approach. Some of the possible sources of error have been suggested, but little or no change has been made in the standard procedures for assessment of clay fraction in well over half a century. This paper deals with a microscopic examination of some typical South African clayey soils to assess the adequacy of dispersion and possible consequences for clay fraction determination in currently specified hydrometer procedures. Clays are examined both with and without dispersant, and with and without labelling of clay minerals using an exchangeable cation dye.

INTRODUCTION

An estimation of the clay fraction of a soil is required for a number of soil evaluations, including common methods of assessing heave potential relating to foundation design. Van der Merwe’s method (Van der Merwe 1964) uses the plasticity index (PI) and clay fraction. Skempton’s “activity” is defined as PI/clay fraction (Skempton 1953). The method of estimating clay fraction by hydrometer, as specified in the South African standard SANS 3001 GR3 (SANS 2011), is very similar to that specified in Britain, America, Australia and many other countries. It is, however, somewhat dubious in its efficiency. Savage suggested that the hydrometer method may be doubtful due to four factors (Savage 2007):

1. Stoke’s law assumes all particles to be spherical, while clays are flaky.
2. De-flocculation of many clays is seldom fully completed at the time of testing.
3. Clay particles are partially carried down by the larger particles.
4. A relative density of 2.65 is assumed for all particles, which may not be true.

Savage proposed a method of estimating clay fraction indirectly by using Skempton’s activity formula. Unfortunately there seems to be no clear pattern of correlation between hydrometer results and Savage’s method. Savage did not give examples, and the examination of samples by the Central University of Technology (CUT) Soil Mechanics Research Group revealed no clear pattern of correlation (some values higher, some lower than the hydrometer). There appears to be no way of telling which gives the better estimate, or what the likely margins of error may be. The method does not appear to have found wide acceptance.

Progress has been made on Savage’s first point, the question of non-sphericity of particles. It has been addressed by laser-scattering techniques for particle suspensions (e.g. Konert & Vandenbergh 1997; McCave et al 1986; Ma et al 2000). This technique has enabled an allowance to be made for particle shape, and has generally led to a small but significant increase in clay fraction estimation. Such an allowance is not specified in SANS 3001 GR3.

Savage’s fourth point seems to have drawn little attention, since almost all non-organic soil components have densities reasonably close to 2.7, and the likely error due to this factor is probably quite small. His remaining two points concern dispersion, and obviously merit attention.

Research currently being done on the theoretical aspects of dispersion of clay particles suggests that the problem is far from well understood (e.g. Robinet et al 2011), and it remains very difficult to assess most aspects of dispersion for any specific clay and solute system. Experimental research on de-flocculation/dispersion using non-traditional de-flocculants currently appears to be concentrated on ceramics (e.g. Al-Lami 2008). Such dispersants produce functional groups acting as spacers between clay particles and may be too expensive for routine soils testing at this stage of development. Work on de-flocculation/dispersion relevant to soil mechanics continues to use methods and dispersants which have been in use for many years (e.g. Rodriguez et al 2011; Rolfe et al 1960). Attempts to assess the magnitude of error likely to be involved in incomplete dispersion continue to use the hydrometer itself as the instrument of investigation.
This paper is primarily concerned with Savage’s second point, the dispersion of clay particles. His third point, clay being carried down with larger particles, follows from this as a matter of course.

THEORETICAL BACKGROUND TO DISPERSION OF CLAYS

The behaviour of dispersants is complex and appears to be still imperfectly understood. This outline synthesises information from Das (2008), Zschimmer and Schwartz (2014), Nettleship et al (1997) and Robinet et al (2011).

Clay particles carry charges which leave their inner structure negatively charged and tend to leave their outer edges positively charged. When active clay soils are mixed with water, two things tend to happen. Firstly, water molecules, which are polar (their atomic structure leaves one side positively charged and the other side negatively charged, while remaining neutral as a whole), surround cations (positively charged metal ions) in the soil. When coated with water the cations become mobile. They are strongly attracted by the negative charges in the interior of some types of clay minerals and penetrate between the tetrahedral and octahedral sheets of these clays, forcing the sheets apart. This is the reason why some clays can increase in volume powerfully when wetted. Secondly, the positively charged outer edges of the clay particles attract negatively charged ions which form a diffuse layer whose concentration diminishes with distance from the clay surface. Multi-valent ions provide multiple electro-negativity and relatively few of them need to congregate around a clay particle to balance the positive charge on the surface of the clay. The resulting field surrounding the clay has marked peaks at the ions and troughs between them. This allows adjacent clay particles to maintain mutual electrical attraction by fitting troughs on one particle to peaks on another.

In order to assess clays by their rate of precipitation, as in the pipette and hydrometer methods, it is necessary to disperse the particles of clay into the water through which they precipitate. Mechanical agitation is essential for this, but is not sufficient on its own. Chemical dispersion is needed to break the bonds of electrical attraction holding assemblages of clay particles together.

Dispersants work in three ways. The first is to replace multi-valent ions at the clay surface by mono-valent ions. When an individual clay particle is surrounded by sufficient mono-valent ions to render it electro-neutral, the field surrounding it is relatively uniform; clay particles in such a state cannot attract each other by fitting electrostatic peaks to troughs. The second way is by reacting with multi-valent ions to form chemical complexes, making them unavailable for attraction to clay surfaces. The third manner is by forming functional groups which act as spacers between the clay particles, effectively preventing them from approaching each other.

The combined action of clay particles, cations and dispersing agents is complex. Above a certain concentration of dispersant the diffused double layer starts to become thinner, repulsion between the particles...
reduces, and at higher concentration turns to attraction, allowing flocculation to occur.

Sodium hexametaphosphate is one of the most popular dispersing agents. It is specified in the standards for assessing clay fraction in Britain, America, Canada, Australia, Japan and other countries. It provides mono-valent sodium ions to coat the clay surface, as well as phosphate groups to form complexes with multi-valent cations. Sodium carbonate may be added to increase alkalinity; this has been found to improve the dispersive efficiency slightly in some circumstances (Rolfe et al 1960) and to extend the useful life of the dispersant (Nettleship et al 1997).

A mixture of sodium hexametaphosphate and sodium carbonate is specified as the dispersant for the hydrometer procedure of SANS 3001 GR3.

**BACKGROUND AND AIMS OF THE STUDY**

Investigations are being undertaken by the CUT Soil Mechanics Research Group seeking solutions to the problem of large numbers of failures in government subsidy houses due to heaving foundations. It appears that in some of the failures investigated, the geotechnical investigation had given misleading indications of clay fraction. In one case hydrometer analysis indicated less than 10% clay on a site where notable shrinkage cracks in the ground surface suggested at least 20% clay content. Since hydrometer analysis is normal for almost all construction projects in South Africa, such shortcomings in the method may be relevant for a wide range of situations. The aim of this study was to gain an insight into the reliability of the clay fraction indicated by the hydrometer for a range of clays typical of those found in construction projects in South Africa.

It is common practice among researchers to examine clays with an electron microscope. This has the advantage of very high magnification. Preparation involves samples being treated by techniques such as drying and coating with gold (Nettleship et al 1997). This does not replicate conditions in the hydrometer. A series of exploratory tests were conducted at the geotechnical research laboratory of CUT to examine the possibility of using an optical microscope/digital camera combination to investigate the efficiency of the dispersion of clays using method GR3. The results suggested that dispersion was not always satisfactory. Many clay particles appeared to remain as conglomerations, while others remained adhered to silt and sand particles.

The procedures used by soil science laboratories differ somewhat from those for engineering materials. Previous cooperation with the Soil Science Department of the University of the Free State had sometimes found higher clay fractions indicated by their procedures. It was arranged for six samples to be prepared by the UFS soil science laboratory using their normal method. The dispersant is 50 g per litre sodium hexametaphosphate solution (the amount applied depends on soil type), sonification in a dismembrator is specified for clay soils, and mechanical dispersion is of shorter duration but at a higher speed than SANS 3001 GR3. The samples were examined to determine whether dispersion by this treatment was visibly more effective than SANS 3001 GR3 for these six soils.
A drop of sample prepared for hydrometer analysis was placed on a microscope slide, covered with a cover-slip and photographed at various magnifications.

Photographs were taken at various locations on the slide. Most of the photographs in this investigation were taken using the microscope’s 40x objective since more powerful lenses give a very small depth of focus.

**Magnification**

The combined optical and digital magnification can be defined in different ways. The computer screen that was used to view the images showed lines spaced at 10 microns on the diffraction grating, spaced at 40 mm on the screen when using the 40x objective. This implies a magnification of 4 000 times. Alternatively, the 10-micron spacing on the diffraction grating corresponds to 150 pixels on the photographs produced by the camera using the same objective. The most convenient way of indicating magnification is by incorporating a reference object of known size. All of the photographs in this article have a rectangle superimposed to indicate the scale. The length and breadth of each rectangle represent 30 microns and 2 microns respectively.

**Variations in procedure**

Samples were also prepared employing variations to the normal procedures in order to examine the influence of time of soaking in dispersant, time of agitation, concentration of dispersant and volume of dispersant used. Method GR3 specifies only minimum times of soaking and agitation. All of the times involved are within these specifications, and this part of the investigation served only to verify whether this aspect of the specification is adequate. Examination of the concentration of dispersant was prompted by the finding of a difference in hydrometer yield for certain clays using the Japanese and American standards, which specify different concentrations of sodium hexametaphosphate (Mishra et al 2011).

**Methylene blue**

In addition, samples were treated with methylene blue (MB), with the aim of labelling clay particles for positive identification. Methylene blue ($C_{16}H_{18}N_3SCl$) is an effective indicator of clay, as it readily exchanges places with cations in the clay mineral structure, the amount depending on the cation exchange capacity (CEC) and specific surface area (SSA) of the clay minerals (Turoz & Tosun 2011). Active clays like montmorillonite have high CEC and SSA, and readily take in methylene blue. When MB is available in large concentrations,
such clays rapidly become totally opaque and appear in photographs as dark blobs in which no structure can be seen. Inactive clay minerals like kaolinite have low CEC and SSA and show little colouring until high CEC/SSA fractions present are already deeply stained. Progressive addition of small amounts of dye can therefore give an indication of the types of clay mineral present in a sample, and can also help to establish whether the clay-size particles which can be seen adhering to silt and sand particles are, in fact, composed of clay minerals. Any additive to the soil solution which affects the cation balance will inevitably influence the effectiveness of the dispersant. Only small quantities of methylene blue were therefore added to the dispersed samples. It could be expected that silt and sand would not be coloured, and high CEC / high SSA clays (e.g. montmorillonite) would be coloured after adding very little dye, whereas low CEC / low SSA clays (e.g. kaolinite) would be coloured only after the addition of considerably more dye.

THEORETICAL CONSIDERATIONS AND STRENGTHS / WEAKNESSES OF THE METHOD EMPLOYED

Soil mechanics and soil science generally consider all particles of 2 microns and smaller to be clay-size particles, and those from 2 microns to 60 microns (or some other arbitrary figure of this order) to be of silt-size. But particles and agglomerations of clay minerals typically range from about 0.1 micron to slightly more than 2 microns; non-clay particles typically range from about 1 micron upwards (Robinet et al 2011). Some clays, e.g. kaolinite and halloysite, may have particles considerably larger than 2 microns, as can be seen in electron micrographs by Bühmann and Kirsten (1991). There is thus a range where size classification may not correspond with mineral classification. Certain important aspects of soil behaviour (e.g. volume change) depend on clay mineral content, while hydrometer and pipette analyses attempt to establish only particle sizes, not mineral content. Many of the individual particles observed were in this ambiguous range of 1 to 2 microns, raising the question of whether they are clay particles which need to be dispersed, or silt particles which do not flocculate and should not need dispersion.

The magnifications possible with the optical microscope and camera combination used in this investigation are probably sufficient to distinguish most of the range typical for clay through silt to sand, but not adequate to measure the smallest particles in this range. Since all samples remained in aqueous suspension, all of the smaller individual particles were subject to Brownian motion. At the highest magnification (100x objective – 37.5 pixels per micron, 10 000x magnification on the computer screen), particles at the lower end of the clay-size range could be distinguished in many of the samples, but their Brownian motion hindered observation or measurement since they suddenly appear in the focal plane, and disappear as they move away from the focal plane. Photographing them was not very successful, possibly because the exposure time of the camera/computer combination was too long. Many small particles were visible and could be photographed where they formed part of large agglomerations or were attached to silt or sand particles.
GENERAL CONSIDERATIONS
The following considerations in terms of the microscopic investigation should be noted:
1. Those samples extracted for microscopic investigation at the UFS laboratory were taken by pipette after a settling time calculated to give only silt- and clay-sized particles at the depth of extraction (larger particles having settled below this level). The largest particle sizes measured were of the order 50 microns, suggesting that the sample was, indeed, restricted to clay and silt-sized particles. Samples prepared in the CUT laboratory were taken immediately after agitation, and some samples contained particles considerably larger than 50 microns, allowing examination of sand grains as well as silt.
2. The cover slip over the sample was supported by the largest particles, and consequently a depth of about 50 microns was filled with suspension for the UFS samples, and up to about 100 microns for the CUT samples. Depth of sharp focus at high magnification is far smaller than this and consequently photographs necessarily had most of their field out of focus.
3. Since clay sizes range from 2 microns downwards, the concentration of suspension specified in the hydrometer method allows too many clay particles in a depth of 50 microns for convenient optical differentiation. This made dilution of the hydrometer samples necessary. The majority of samples were diluted with three times their own volume of de-ionised water. This dilution was arbitrarily chosen and was considered adequate for this purely qualitative investigation.
4. The gap of approximately 50 to 100 microns between slide and cover slip allows evaporation of the suspension’s water around the edges. It may be possible to seal around the edge of the cover slip and prevent evaporation, but it was found that the movement of water caused by evaporation was helpful in distinguishing between clay-size particles which were dispersed and free-floating, and those which were attached to silt or sand particles or formed agglomerations with other clay particles. This consideration results in a very limited time available for the observation of each slide.
5. When samples dry out they conglomerate, making it difficult to draw conclusions about the behaviour of the clay in conditions relevant to the pipette and hydrometer tests. Only observations in suspension conditions were considered in this investigation.

SAMPLES USED IN THE INVESTIGATION
Samples of six widely different clay soils (from the Free State, Northern Cape, Western Cape and Limpopo) were mechanically agitated, as in procedure GR3, but without first soaking in dispersant. Samples of the same soils were prepared with both dispersant and mechanical agitation at CUT, as per SANS 3001 GR3, and at the Soil Science Laboratory of UFS using standard soil science procedures. From the six soils, two were selected as showing typical features and illustrating the general effectiveness of the investigation’s procedures. One soil appeared to show fair dispersion, the other...
very inadequate dispersion. The first of these samples is shown in Photographs 1 to 5, the second in Photographs 6 to 13. They provide a reference frame and show widely different clays with and without dispersant, both with and without methylene blue. Features of some of the other soils are shown in the remainder of the photographs.

**OBSERVATIONS**

Photograph 1 is of an olive-grey residual clay from a proposed housing development in Bloemfontein. Tests at the UFS Soil Science Laboratory gave LL 72, PI 26 and clay fraction 41% (by both hydrometer and pipette methods). Photograph 2 shows the same sample after the addition of 3 mg of MB per gram of soil. Photograph 3 shows the same sample after the addition of a further 5 mg/g of MB dye.

It appears that a large number of very small clay particles bind considerable numbers of various kinds of particles into associations. Currents caused by evaporation of the suspension’s water show that these associations are flexible, but strongly tied together and move as a unit.

Photograph 4 shows the same soil after treatment with dispersant as specified in SANS 3001 GR3. Comparison with Photograph 1 shows a very large increase in clay-size particles dispersed throughout the water. There are, however, some clay-size particles adhering to silt particles, and a number of small agglomerations of clay-size particles with no visible silt core.

Photograph 5 shows this same dispersant-treated sample after the addition of methylene blue. While this sample shows good dispersion compared to the untreated state, it is apparent that dispersion is not complete. The majority of dispersed particles appear to be about 2 microns in size, but small, deeply stained particles of less than 1 micron can also be seen, and it is difficult to discern whether they are free or attached to larger clay-size particles. The agglomerations of clay-size particles, the clay-coated silt particles and the agglomeration of very fine clay will probably not precipitate at a rate which will ensure their contribution to the clay fraction being recorded by the hydrometer.

Photograph 6 is of a red-brown soil from the Limpopo Province, which has a history of giving variable results in soil tests and causing difficulties in construction. Treatment was only mechanical stirring of the raw soil without dispersant. Commercial laboratory results for samples sent by CUT as part of a parallel testing programme ranged between 17% and 56% for clay fraction, and between 31 and 43 for PI.

As in the case of the olive-grey Bloemfontein soil there are shadowy pinkish bands associated with the distinctly visible particles. There are also many clay-size particles adhering to most of the silt-size particles.

In Photograph 7 a large grain of silt appears to be mostly covered with clay-size particles. Part of the grain, however, is completely clean and free from clay coating. It is possible that it was struck by one of the paddles of the mechanical stirrer and some of the coating was torn away. The coating of the lower right area seems to have come loose from the large particle, but remains attached to the clay coating above.

Photograph 8 shows the same sample after addition of 3 mg/g of methylene blue. A few small blue spots are visible on the larger silt-sized particles, but the majority of particles of about 2 microns remain unstained. A clearly visible cloud of very small blue-stained particles has largely replaced the faint pink cloud, suggesting that the cloud consists of very small and possibly translucent clay particles with high CEC/SSA.

Photographs 9 and 10 show the same sample after the addition of a further 3 mg/g
Photograph 13 Same sample as Photograph 12

The dispersion and agitation procedures have produced many well-dispersed clay particles, but the large agglomeration shown here is far from dispersed. This sand-size grouping of silt and clay is unlikely to settle at the rate expected of clay, nor are the numerous smaller aggregations.

Photograph 14 Soil from a subsidy housing project in the Northern Cape after treatment with dispersant and mechanical agitation at the UFS Soil Science Laboratory

The majority of silt particles remain covered with clay-size particles.

Photograph 17 shows a low-activity kaolinitic soil described as “light yellow silty clay” from the Western Cape after improved, but most of the silt particles are seen to be covered with clay, and the faint pinkish clouds again appear to be revealing themselves as very fine clay particles which are not well dispersed and may settle in the hydrometer as silt-size aggregates rather than as individual clay particles.

Photograph 13 shows an exceptionally large agglomeration of small clay particles engulfing several silt particles and numerous 1 to 2 micron clay particles against a background of well-dispersed clay particles. Nettleship et al (1997) came to the conclusion that their anomalous observations of settlement in the hydrometer might be explained by agglomeration taking place while particles were settling during the test. It seems more likely that this could be the case here than that such an agglomeration could have survived 15 minutes of stirring at 1 500 rpm after prolonged soaking in dispersant.

The amount of clay which is obviously not dispersed in Photographs 12 and 13 suggests that it is very unlikely that the hydrometer will give a reliable estimate of the true clay fraction of this soil.

Photograph 14 shows a soil from a housing project in the Northern Cape. Hydrometer analysis had shown the clay fraction for almost all of the samples from this site to be very low. This led to a low value of Van der Merwe’s predicted heave being accepted for design. Heave damage did, however, occur on the project.

A considerable fraction of the clay-size particles visible in the photograph are attached to silt particles of various sizes. It is not clear whether all the agglomerations of clay-size particles have a silt core, but it appears that much of the clay in this sample has not been dispersed. Hydrometer analysis could underestimate the clay content quite drastically. This might explain the unexpected damage which occurred at the housing project.

Another sample, from less than 100 m away, was prepared according to SANS 3001 GR3 at the CUT laboratory. A house had become structurally unsound due to heave while still under construction a few metres from where this sample was taken. Photographs 15 and 16 are of this sample. In Photograph 15 many of the visible clay-sized particles are attached to silt particles. It appears that the large congregation of clay-sized particles in Photograph 16 surrounds a root hair or similar thin, thread-like structure.

Considerably more clay is undispersed than is dispersed. This would suggest the likelihood of a misleading estimate of clay fraction by the hydrometer method.

Photograph 17 shows a low-activity kaolinitic soil described as “light yellow silty clay” from the Western Cape after
dispersion and addition of methylene blue. It has LL 34, PI 13 and LS 4.6 suggesting that its heave potential is very low. All of the clay particles are about 2 micron or slightly larger in size, which is consistent with the clay being kaolinite. This is the only sample tested which showed no small, high CEC clay particles; all of the other samples showed a range of sizes and probable clay mineral types. Many agglomerations of clay particles are evident. Since it is unlikely that these will settle at the rate expected of individual clay particles, the clay fraction determination is again likely to be unreliable. The description “silty clay” seems inappropriate, since little, if any, silt is evident. The agglomerations of clay are, however, of silt size and it could be that they had settled in the hydrometer at the rate expected of silt-size particles and had been incorrectly assessed as silt.

ADDITIONAL TESTS

Although it appears that one or two of the samples tested showed fair dispersion (as in Photographs 4 and 5), none showed unquestionably satisfactory dispersion (i.e. little or no clay-sized material forming agglomerations or associations with other particles). Some showed very poor dispersion (as in Photographs 12 to 16). Tests at the CUT geotechnical research laboratory were carried out to assess the effect of concentration of dispersant, volume of dispersant, length of time of submersion in dispersant and time of mechanical agitation. The GR3 procedure includes only minimum times for soaking and agitation, so this served only to check the adequacy of this aspect of the specification.

SANS 3001 GR3 calls for a minimum of 16 hours submersion in the dispersing agent. Various periods from 16 hours to 2 weeks were tested. No visible improvement in dispersion was observed.

SANS 3001 GR3 calls for a minimum mechanical stirring time of 15 minutes at 1,500 rpm. Various periods from 15 minutes to 24 hours were tried with no visible improvement in dispersion observed. This tends to confirm that the specified minimum times are adequate.

No visible improvement in dispersion was observed by doubling the quantity of dispersant used to treat the samples or by increasing the concentration of dispersant from 40 g/l to 60 g/l. This was not unexpected, since the UFS samples used 50 g/l and showed no visibly significant improvement in dispersion from the GR3 samples.

Samples taken from suspensions permitting little time for settlement, allowed assessment of the dispersion of clay particles from sand-size particles. Dispersion appeared to be no better than from silt, as can be seen in Photograph 18.

With particles as large as this, the depth of the suspension between slide and cover slip is so great that very little of the suspended material is in focus. It appears that treatment with dispersant and subsequent mechanical agitation had failed to dislodge clay particles from the sand grain.

DISCUSSION

All of the clays tested showed some lack of dispersion. Every sample showed instances
of clay remaining attached to larger particles or forming agglomerations with other clay particles.

In some cases the lack of dispersion was fairly small, but in some cases a substantial fraction of the clay particles appeared to be undispersed. This suggests that it will not be reasonable to look for some universal factor by which hydrometer results could be corrected. It appears that predictions based on clay fraction determined by the procedure of SANS 3001 GR3 may be very unreliable for some soils. Since the SANS 3001 procedure is quite similar to that of many other countries, it is likely that this problem may be widespread. The samples prepared at the UFS Soil Science Laboratory, using soil science procedures with some differences to those of SANS 3001 GR3, showed visibly similar results to those prepared at the CUT laboratory using the GR3 procedure.

It might be reasonable to consider specifying different de-flocculants for different types of soil. Rodriguez et al (2011) found that lithium hydroxide is very efficient for high-CEC soils, but is not effective for dispersing low-CEC electropositive soils. Rolfe et al (1960) found considerable difference in the clay yield given by a number of dispersants across different types of clay in hydrometer tests. Perhaps it is not surprising that the single dispersant specified for all South African soils appears to be reasonably adequate for some soils and completely inadequate for others. Changing dispersant may be futile, however, since most of the soils tested showed mixtures of clay ranging from small, high CEC particles (much of it probably montmorillonite) to large, low CEC particles (much of it probably kaolinite). If a dispersant is not efficient for several types of clay, it will not give reliable results for these soils.

The methods of quantitatively assessing the efficiency of de-flocculants for geological and soil-science purposes (Rodriguez et al 2011; Rolfe et al 1960) take hydrometer yield as the standard of comparison. There appears to have been no attempt to assess how much of the clay remains undispersed. The use of even the most efficient dispersant for any particular clay may therefore give poor results.

There is also the question of mechanical agitation. Rodriguez et al (2011) noted that horizontal mechanical shaking in helicoidal motion, with the addition of coarse sand as an abrasive, is more effective for dispersion than the conventional method. They did note, however, that its efficiency is not the same for all soils.

**CONCLUSION**

It appears that Savage’s suspicion that “de-flocculation of many clays is seldom fully completed at the time of testing” is well founded. None of the clays tested reached good dispersion, even when all aspects of the dispersion procedure were extended substantially. Clay coating of large (silt/sand) particles was observed to some extent in all samples which contained silt and sand particles – in some cases to a very considerable extent. Such particles will probably settle at the rate of silt/sand particles and their clay coating will not be assessed with the clay fraction.

It may be advisable to consider the hydrometer unreliable for any critical
work as reliable methods of assessing clay fraction, but this is at a very early stage and is therefore unlikely to be able to give reliable quantitative results for at least two years. The quest for better methods of assessing clay content should perhaps become a priority on a wider scale.
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INTRODUCTION

Southern Africa’s eastern coastline is characterised by several lagoon systems, comprising complex unconsolidated deposits of sands, silts and clays. These river estuaries are hosts to a number of major harbours, which are hosts to a number of major harbours, comprising complex unconsolidated deposits of sands, silts and clays. These river estuaries are hosts to a number of major harbours, which typically involve piling techniques, are characterized by several lagoonal systems, comprising complex unconsolidated deposits of sands, silts and clays. These river estuaries are hosts to a number of major harbours, which typically involve piling techniques, are characterized by several lagoonal systems, comprising complex unconsolidated deposits of sands, silts and clays. These river estuaries are hosts to a number of major harbours, which typically involve piling techniques, are characterized by several lagoonal systems, comprising complex unconsolidated deposits of sands, silts and clays. These river estuaries are hosts to a number of major harbours, which typically involve piling techniques, are characterized by several lagoonal systems, comprising complex unconsolidated deposits of sands, silts and clays. These river estuaries are hosts to a number of major harbours, which typically involve piling techniques, are characterized by several lagoonal systems, comprising complex unconsolidated deposits of sands, silts and clays. These river estuaries are hosts to a number of major harbours, which typically involve piling techniques, are characterized by several lagoonal systems, comprising complex unconsolidated deposits of sands, silts and clays. These river estuaries are hosts to a number of major harbours.

The warehouse floors were constructed on a layer of sand reinforced with a geogrid constructed over the sand layer. The application of surcharge to the floor would result in undrained loading of the clay. Increasing the load would eventually result in the undrained strength of the clay being exceeded. This could result in the clay failing by being squeezed out to the sides (SANS 207 2006). This deformation could result in undesirable non-uniform settlement and horizontal deformation of the floor. The intention with the provision of reinforcement in the sand layer above the clay is to control horizontal deformation and to strengthen the sand layer to provide a more rigid support to the floor.

Deformation observed in soil is the result of both compressive and tensile strains, which usually develop when soil shears (Jewell 1996). However, when reinforcement is placed in soil it can develop bond through frictional contact between the soil particles and the planar surface areas of the reinforcement, and from bearing stresses on transverse surfaces that exist in geogrids or ribbed strips (Jewell 1996). Deformation in the soil causes tensile forces to develop in the reinforcement when the reinforcement is inclined in a direction perpendicularly to that of the compressive strain in the soil. The mobilised reinforcement force, ultimately limited by the available bond, acts to alter the force equilibrium in the soil (Jewell 1996). The performance of reinforced soil foundations depends not only on soil and reinforcement properties, but also on this interaction between the soil and reinforcement (Sharma et al 2009).

Sharma et al (2009) also noted that geogrids with higher tensile moduli performed better than geogrids with lower moduli, whilst Binquet and Lee (1975) were also the earliest researchers to show that a failure load could be increased by the use of multiple layers of reinforcement.

Sharma et al (2009) summarised three reinforcement mechanisms of a reinforced soil foundation under strip footings. One mechanism, termed the membrane effect, is
characterised by the downward movement of the footing and soil beneath the footing under the applied load. This results in the reinforcement deforming and tensioning. Due to the geogrid stiffness, the curved reinforcement develops an upward force to support the applied load. A certain amount of settlement is needed to mobilise the tensioned membrane effect, and the reinforcement should have enough length and stiffness to prevent it from failing by pull-out and tension.

For reinforcement, which has a width equivalent to the footing width, Huang and Tatsuoka (1990) found that in the zone reinforced beneath the footing, only small strains were induced. They concluded that by densely reinforcing sand with stiff tensile reinforcement having a length similar to the footing width, a failure occurs in sand beneath the reinforced zone, and the bearing capacity characteristics become very similar to those of unreinforced sand loaded with a rigid deep footing having an equivalent depth.

Huang and Tatsuoka (1990) highlighted that there is an obvious increase in the bearing capacity when the geogrid reinforcement

Figure 1 Centrifuge model test set-up – the geogrids were placed in the middle of the upper sand layer for the tests with single geogrids and spaced 10 mm apart for the tests with two geogrids

Figure 2 Model configuration for each centrifuge test – (a) Test 1: unreinforced, (b) Test 2: one short-width geogrid, (c) Test 3: two short-width geogrids, (d) Test 4: one extended-width geogrid, (e) Test 5: two extended-width geogrids
under an applied load from a wide platform founded upon reinforced sand by using geotechnical centrifuge modelling. Jones and Van Rooy (2014) have previously presented some preliminary findings, and this paper serves to finalise the study.

GEOTECHNICAL CENTRIFUGE MODEL

Test set-up

Five geotechnical centrifuge model tests were performed at a scale of 1:50 using the 150 G-ton geotechnical centrifuge housed in the Department of Civil Engineering at the University of Pretoria. Details of the centrifuge facility are described by Jacobsz et al. (2014). The model consisted of a 100 mm (5 m) thick dense basal sand layer, overlain by a 60 mm (3 m) thick soft clay layer, which was subsequently overlain by a 30 mm (1.5 m) thick sand layer in which the geogrids were placed. The dimensions in brackets refer to the full scale. Each test was constructed identically, with the model set-up illustrated in Figure 1 and the different configurations of each test illustrated in Figure 2.

The first model (Test 1) was tested without any reinforcement. Tests 2 and 3 consisted of models that were respectively reinforced with one and two geogrids placed in the upper sand layer. The geogrids extended 50 mm (2.5 m) past the edge of the platform and are referred to as having a short width. Tests 4 and 5 had one and two geogrids respectively, extending to 180 mm (9 m) from the edge of the platform, and are referred to as geogrids of extended width. Tests 2 and 4 had one geogrid placed in the middle of the clay layer, while Tests 3 and 5 had two geogrids spaced 10 mm (0.5 m) apart.

Model preparation and construction

The model was prepared in a strongbox measuring 600 mm x 400 mm in plan, fitted with a glass window, which was reduced to 600 mm x 250 mm by placing spacers at the back of the strongbox. The basal sand layer was pluviated to create a 100 mm (5 m) thick dense sand horizon with a relative density of about 69%. This sand was carefully saturated from the base by introducing pore water via a header tank. Dry kaolin clay powder was prepared by mixing under partial vacuum with de-ionised, de-aired water at twice the liquid limit. The slurry was poured over the basal sand horizon and allowed to consolidate in the centrifuge for 14 hours at 50 G under a surcharge load of approximately 25 kPa. This ensured that the clay was normally consolidated and of a very soft consistency with an undrained shear strength which averaged approximately 6 kPa in each test (measured using a vane shear apparatus).

Finally, the reinforced sand layer was pluviated over the clay to a thickness of 30 mm (1.5 m). For the tests with reinforcing included, the sand pluviation was ceased temporarily to allow placement of the geogrids within the reinforcing sand. The geogrids used were unscaled Maagrid EG 205 (a polypropylene biaxial geogrid produced by an extrusion process), obtained from Maccaceri. The geogrid had an ultimate tensile strength of 20 kN/m at 13% strain, with a stiffness of approximately 350 kN/m, i.e. very stiff and strong at the prototype scale. The mesh opening size of the geogrid was 38 mm × 38 mm, and had a percentage open area of 76%. The geotechnical properties of the sand, clay and model geogrid are presented in Table 1, whilst the geogrid is shown in Figure 3.

Three pore pressure transducers (PPTs) were installed at three locations within the clay layer of the model. PPT 1 was installed underneath the centre of the platform, and PPT 2 at the edge of the platform, 100 mm away from the first transducer. PPT 3 was installed 100 mm from the edge of the platform. All PPTs were positioned in the middle of the clay layer. The purpose of the PPTs was to assess the extent of the zone influenced due to the application of the platform load, as
loading of the clay would immediately result in the generation of excess pore pressures. Jones (2014) provides further details of the materials and methodology used during the model construction for the centrifuge tests.

**Test sequence**

During loading of the model an aluminium platform of 200 mm width, 250 mm length, and 5 mm thickness was attached to a jack and lowered at a constant rate of 0.081 mm/s. The bending stiffness (EI) of the plate was 729 Nm²/m width at the model scale, equivalent to 91.2 MNm²/m at full scale. A load cell recorded the applied load mobilised against the platform, while an LVDT measured the vertical displacement at the centre of the platform. The model was observed using a small digital video camera.

**CENTRIFUGE TEST RESULTS**

**Load – deformation behaviour**

The deformation behaviour from snapshots during each test at respectively 5, 10 and 15 mm vertical displacement is presented in Figures 4, 5 and 6. In order to qualify the deformation behaviour in each model, the following was specifically observed during each test: (1) the mean applied stress recorded against the platform, (2) the maximum vertical height of the heave during deformation of the clay horizon, (3) the offset of this maximum height from the edge of the platform, and (4) the width of the heave zone. A transparency with a grid printed on it was placed between the glass and the model, which assisted in scaling the geometry of the deformation behaviour. Each square on the grid measured 5 mm x 5 mm. Table 2 summarises the observations from the deformation of the clay horizon.

**Test 1 – unreinforced**

It is evident in Test 1, which had no reinforcement, that at 5 mm vertical platform displacement there was little deformation of the clay horizon. The applied load was 20.4 kPa. The width of the deformation zone is 320 mm, with a maximum height of heave of 1 mm, and the offset of this maximum height at 40 mm from the edge of the platform.

At 10 mm vertical displacement, under an applied load of 23.8 kPa, a shear zone formed vertically through the upper sand horizon below the edges of the platform as punching occurred into the underlying clay. The clay horizon continued to strain underneath the platform and squeezed out laterally. The width of the deformation zone increased to 380 mm, with the heave in the clay attaining a maximum height of approximately 5 mm.

**Figure 4** Comparison of load-deformation behaviour between (a) Test 1: unreinforced, (b) Test 2: one short geogrid, (c) Test 3: two short geogrids, (d) Test 4: one extended geogrid, and (e) Test 5: two extended geogrids, at 5 mm vertical displacement

<table>
<thead>
<tr>
<th>Test</th>
<th>Applied stress (kPa)</th>
<th>Maximum heave height (mm)</th>
<th>Offset of maximum heave height (mm)</th>
<th>Overall width of deformation zone (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 mm</td>
<td>20.4</td>
<td>1</td>
<td>40</td>
<td>320</td>
</tr>
<tr>
<td>10 mm</td>
<td>23.8</td>
<td>5</td>
<td>60</td>
<td>380</td>
</tr>
<tr>
<td>15 mm</td>
<td>29.9</td>
<td>5</td>
<td>50</td>
<td>450</td>
</tr>
</tbody>
</table>
The extent of the deformation zone of the clay at 15 mm vertical displacement had increased in width to 450 mm. The maximum height of heave occurred approximately 50 mm from the edge of the platform. However, there was no change in the height of heave as it remained at a maximum of 5 mm. The load at this time reached 29.9 kPa. In this test the largest strains in the clay appeared to occur immediately underneath the footprint of the platform as the platform punched into the clay, displacing clay outwards and upwards, causing some heave at the adjacent surface.

Test 2 – one short-width geogrid

With one short-width geogrid in Test 2, there was already some deformation of the clay horizon present at small displacements, unlike the unreinforced test. At 5 mm vertical displacement, the width of the zone of visible deformation was 420 mm, whilst the maximum height of heave was 2 mm, located 70 mm from the edge of the platform. The applied stress achieved at this displacement was 28.9 kPa.

At 10 mm vertical displacement, the width of the deformation zone was 440 mm, whilst the heave of the clay horizon attained a maximum height of approximately 4 mm at an offset which remained at 70 mm. The applied stress achieved was 36 kPa.

The lateral extent of the deformation zone, as well as the offset of the maximum height of heave of the clay, was the same at 15 mm vertical displacement. However, the maximum height of heave was 6 mm for the clay horizon, by which time the applied stress had increased to 44.3 kPa. The clay below the width of the geogrid had exhibited the most strain.

Test 3 – two short-width geogrids

Test 3, which had two short-width geogrids, much like in Test 2, showed some deformation of the clay horizon at 5 mm vertical platform displacement at an applied stress of only 14.4 kPa. Reasons for this low stress are possibly related to poor saturation of the clay, as will be discussed later. The heave attained a maximum height of 2 mm at an offset of 50 mm, and the width of the visible deformation zone amounted to 360 mm.

At 10 mm vertical displacement, under an applied stress of 23.2 kPa, the heave of the clay reached a maximum height of approximately 5 mm at an offset of 75 mm, whilst the width of the deformation zone had increased to 490 mm.

The width of the deformation zone of the clay at 15 mm vertical displacement increased to 530 mm. While the offset at which maximum heave occurred, remained unchanged at 75 mm from the edge of the platform, the heave attained a maximum height of 10 mm at an applied stress of 32.5 kPa. Similar to the test with a single layer of short-width geogrid, the largest strains that had occurred in the clay horizon coincided with the width of the geogrid.

Test 4 – one extended-width geogrid

The model with a single layer of extended-width geogrid showed little deformation of the clay horizon at 5 mm vertical displacement. The mobilised stress at this time was 22.5 kPa and the width of the deformation zone approximately 440 mm, with the offset of the maximum height of heave occurring 75 mm from the platform edge. The height of heave was only 1 mm.

At 10 mm vertical displacement, the width of the deformation zone had reached 460 mm, while the heave of the clay reached a maximum height of approximately 5 mm. The offset had moved to 85 mm from the edge of the platform and the mobilised stress had increased to 31.3 kPa.

At 15 mm vertical displacement the lateral extent of the deformation zone of the clay was wider (520 mm). The heave attained a maximum height of 10 mm at an offset of 95 mm, under an applied mobilised load of 40.9 kPa. The inclusion of the single extended-width geogrid reinforcement in the sand in the upper horizon widened the zone of deformation in the clay to a width coinciding with the width of the geogrid.
Test 5 – two extended-width geogrids
Test 5, with two extended-width geogrids, showed some deformation and heave of the clay horizon occurring at 5 mm vertical displacement. The deformation zone attained a width of approximately 500 mm and the heave attained a maximum height of 3 mm, 70 mm from the platform edge. This occurred at an applied stress of 24.8 kPa.

At 10 mm vertical displacement, the horizontal extent of the deformation zone did not change. However, the heave of the clay reached a maximum height of approximately 9 mm, 105 mm from the platform edge. The mobilised stress had increased to 34.1 kPa.

At 15 mm vertical displacement, the heave attained a maximum height of 14 mm, with the offset increasing to 110 mm from the platform edge. The mobilised stress reached 44.7 kPa. Again, most of the deformation in the clay coincided with the width of the reinforcement.

Platform load – settlement behaviour
The loads mobilised against the platform during each centrifuge model test are plotted against the vertical platform displacement in Figure 7. The corresponding applied stresses are also indicated.

Looking at Figure 7, the loads from Tests 1, 2, 4 and 5 (i.e. the tests without reinforcement, with one short geogrid, and with one and two extended geogrids respectively) initially mobilised at very similar rates. The results from Test 3 (two short geogrids) show a very soft response and it is thought that the clay in this test might have been poorly consolidated or not thoroughly saturated, which makes comparison with the other test results difficult. This test result is therefore generally excluded from the discussions below.

The effect of the inclusion of reinforcement becomes evident after approximately 3 mm of settlement. This illustrates that some settlement is required before tensile strength is mobilised in the reinforcement. In the case of the unreinforced situation, the rate at which load is mobilised with settlement is visibly lower than for the reinforced cases beyond 3 mm settlement. This illustrates the stiffening effect provided by the reinforcement.

The results from the tests on extended geogrids (Tests 4 and 5) are very similar, with Test 5, which had two geogrids, ultimately mobilising a slightly higher load than Test 4.

Load – pore pressure
It was of interest to know the extent of the zone of influence resulting from the loading of the platform as a function of the
reinforcement layout used. Load application during the centrifuge tests was rapid to model undrained construction. Undrained loading of the clay layer would have been accompanied by immediate changes in pore pressures. The magnitude of the excess pore pressures generated indicates the magnitude of total stress change acting at each particular location. Pore pressures were therefore measured at three different locations within the clay layer (illustrated in Figure 8(f)) to judge the extent of the zone of influence.

The change in pore pressure measured at three different locations with respect to the platform during each test, plotted against the applied stresses, are displayed in Figure 8. A 45° line is indicated for each test result, indicating an excess pore pressure or total stress change equal to the magnitude of the applied stress.

Figure 8(a) shows the pore pressures generated in the test without reinforcement (Test 1). The pore pressure response under the centre of the platform was initially very similar to the applied stress, up to an applied stress of about 18 kPa, due to undrained conditions. The pore pressure response under the edge of the platform was less, reflecting the reduced stress increase below the edge, as expected. The pore pressure at PPT3, located 100 mm from the edge of the platform, initially showed no response, but then suddenly began to increase beyond about 18 kPa applied stress at a rate similar to the rate of load application. That seems to suggest that the clay under the platform yielded at this point, mobilising a failure mechanism, suddenly expanding the zone of influence. This hypothesis is supported when comparing with Figure 7, where an applied stress of 18 kPa corresponds well with the point on the stress-settlement curve where the rate of settlement versus applied stress increased. The corresponding settlement was approximately 3 mm (5% of the depth of the clay layer).

Figure 8(b) (Test 2) illustrates the effect of the inclusion of reinforcement. The pore pressure response was initially very similar to that of Test 1, but PPT3 began to respond significantly earlier. This illustrates that
For the design of the geogrid-reinforced foundation it is necessary to assess the maximum surcharge that can be applied to the foundation system. Following SANS 207 (2006) this can be estimated using simplified equilibrium calculations, perhaps more rigorously using the principles of upper- and lower-bound plasticity theory (see for example Atkinson & Bransby 1978; Atkinson 1981; Calladine 2000), or even more rigorously by means of numerical analysis.

In the case of an upper-bound analysis, a potential failure mechanism is identified and the amount of work done by external loads is equated to the amount of internal work dissipated by the mechanism in order to solve the collapse load. It is assumed that full plastic conditions are developed on all failure surfaces. The resulting estimate gives a non-conservative or upper-bound estimate of the collapse load. Failure mechanisms can be optimised to find the most critical one. For the work presented here, the upper-bound collapse load was estimated using the software Limitstate Geo, which applies an optimisation routine to find the most critical failure mechanism and corresponding collapse load estimate. The optimised upper-bound mechanisms for the unreinforced situation are illustrated in Figure 9. An ultimate collapse load of 2.18 kN (model scale) or 43.5 kPa is predicted. When compared to the load displacement curves in Figure 7, this estimate is on the high side and is only reached at large displacements.

For the lower-bound estimate, an equilibrium stress state that nowhere exceeds the yield criterion, is postulated from which the collapse load is estimated using principles of equilibrium. This provides a conservative estimate of the collapse load. Based on the theory of plasticity, the true collapse load will occur between the upper- and lower-bound estimates. Should the two methods provide identical solutions, an exact solution to the problem would have been found (Atkinson 1981).

A potential lower-bound stress state for a clay layer being compressed between two rigid surfaces is postulated in Figure 10. The lines forming the patterns of kites and triangles represent stress discontinuities that allow the stress state to vary across discontinuities (see for example Bolton (1979) or Atkinson (1981)). In every triangle the major principal stress direction is inclined 30° to the vertical, while in the kites it is vertical. The axis of symmetry of the loaded floor is on the right, with clay being squeezed to the left.

Assuming that the full undrained shear strength of the clay is mobilised in each kite and triangle allows the maximum vertical stress that can be applied to the clay layer to be determined. This maximum vertical stress ($\sigma_v$), i.e. a lower-bound or conservative estimate of the vertical stress required to squeeze out the clay, is given by Equation 1 and increases linearly from the confined edge at the left to the centre of the loaded area.

$$\sigma_v = \sqrt{\frac{c_{uB}}{D}} x$$  \hspace{1cm} (1)

where:
- $c_{uB}$ = undrained shear strength of the clay
- $D$ = thickness of clay layer
- $x$ = horizontal distance from confined edge

From Equation 1 a lower bound collapse load ($F_l$) can be estimated as:

$$F_l = \frac{\sqrt{3}}{4} \frac{c_{uB} R^2}{D}$$  \hspace{1cm} (2)

Note that other stress states providing better (i.e. less conservative) lower-bound estimates may be postulated. The lower-bound for the collapse load calculated for the unreinforced situation amounts to 0.433kN. When compared with Figure 7, this fits well with the end of the initial linear sections of the load-displacement curves, indicating that this
particular lower-bound provides a realistic indication of the first onset of yielding of the clay, i.e. the point at which significant loads will begin to mobilise in the reinforcement.

**DISCUSSION**

This study entailed a qualitative investigation into the effects of using comparatively very strong and stiff geogrid reinforcement on the deformation mechanism below a wide, rigid surcharge on sand overlying soft clay. With the exception of Test 3, which is suspected to have suffered from poor clay saturation, the physical models provided consistent results to allow the effect of different reinforcement configurations to be assessed.

In all the centrifuge model tests there was no disturbance to the boundary between the basal sand horizon and the overlying clay horizon. As such, the interface between the two horizons behaved as a fixed boundary. The clay above the sand moved laterally at this boundary as it was squeezed out from under the applied load. The observed failure modes were typical of a strong soil overlying a weaker soil horizon (Wayne et al. 1998).

In the absence of reinforcement, shear planes extending vertically downwards from the edges of the loaded platform soon cut through the sand layer, so that the platform and underlying sand punched into and compressed the clay layer. Heave occurred adjacent to the loaded platform as clay was squeezed out to the sides. At large displacements, the extent of the observed zone of influence corresponded well with the extent of the failure mechanism presented in Figure 9.

As expected, the introduction of reinforcement in the sand layer resulted in higher loads being mobilised for any given displacement (Huang & Tatsuoka 1990). Increasing the amount and extent of the reinforcement resulted in an increased mobilised load for a given displacement. The addition of reinforcement visibly expanded the zone of influence around the loaded platform, with the mode of deformation becoming that of a ‘wide slab’ (Huang & Tatsuoka 1990).

The expansion of the zone of influence was also detected from the pore pressure readings. As the platform was forced downward, the geogrids were also stretched downward near the platform, mobilising the tension membrane effect (Sharma et al. 2009). This shifted the point of maximum heave further from the platform. At large displacements the width of the zone of influence appeared to be equal to the width of the geogrid. The maximum heave occurred within the width of the reinforcement. If an additional surcharge load can be applied to this region, it may improve the mobilisable tensile resistance of the geogrid by anchoring it more effectively into the sand layer, also potentially mitigating the amount of heave.

The initial load-settlement response from the various tests were very similar, with loads in all tests mobilising approximately linearly, with settlement up to just under 1 mm (1.7% strain in the clay layer). Thereafter, the mobilised load began to flatten off and the load-settlement response became curved. By approximately 3 mm settlement (vertical strain of 5% in the clay layer) the load again increased linearly, with further settlement but at a reduced rate. The end of the initial linear section of the load-settlement curve corresponds well with the lower-bound collapse load calculated above. This lower-bound load was calculated on the premise that nowhere had yielding of the clay occurred yet. Deformations were subsequently small, and minimal tensile strength would have been mobilised in the reinforcement.

The observation that the load settlement curves began to flatten off beyond the lower-bound estimate suggests that yielding had begun to occur. The onset of yielding, i.e. appreciable deformation of the clay, is required for the mobilisation of significant tension in the reinforcement. The flattening off of the curves beyond 3 mm (5% vertical strain in the clay) suggests that the full load that could be transferred to the reinforcement had been mobilised. Beyond this point the unreinforced model behaved plastically, with only a very gradual increase in load with further settlement as the loaded platform penetrated deeper into the underlying material. The reinforced models showed an increase in load beyond this point as more resistance was mobilised, with further platform settlement as the tension membrane effect (Sharma et al. 2009) intensified. The longer geogrids mobilised loads at a greater rate (i.e. behaved stiffer) compared to the shorter geogrid, as it was able to transfer load to a larger body of soil.

Measuring the pore pressure response during loading provided a good indication of the expansion of the zone of influence during loading. Before the zone of influence reached a certain position, no pore pressure response was observed. Once the zone of influence had expanded to a location, the local pore pressure increased. Should the pore pressure peak and then level off or reduce with further settlement, it suggests that a failure mechanism had been fully mobilised and that constant volume deformation was occurring, indicating full plastic conditions. This response is evident from the pore pressures at PPT3 in the test results presented in Figure 8.

Despite being optimised to find a minimum value, the upper-bound calculation significantly over-predicted the load that could be resisted by the platform unless large displacements were mobilised. Such settlement would most likely be unacceptable in practice. The reason for the over-estimation is the result of the assumption that the entire soil mass within the zone of influence was in a state of plastic yielding, which in practice is unlikely, because the zone of yielding is likely to expand progressively with increasing load.

Future improvement to the model will include the application of a flexible rather than a rigid surcharge, and scaling down the stiffness and strength of the reinforcement. Upper-bound mechanisms, taking into
account reinforcement, may be considered, but are likely to give even less conservative results than presented here.

**CONCLUSIONS**
A physical model study was presented, which investigated the effects of geogrid reinforcement in a sand layer constructed over very soft clay in order to facilitate the construction of warehouse floors supporting product stockpiles. The following conclusions are presented:

- The use of reinforcement allowed larger surcharge loads to be applied for a given amount of settlement by allowing load to be spread over the footprint area of the geogrid due to the tension membrane effect and its associated benefits.
- A lower-bound estimate was presented, allowing the surcharge load to be estimated, beyond which yielding of the clay occurred, i.e. the load at which the reinforcement began to function.
- The optimised upper-bound mechanism overestimated the allowable yielding of the soil, resulting in excessive deformation.
- The reinforcing effect of the geogrid appeared to have been fully mobilised at 5% vertical compression of the clay layer. More flexible reinforcement is likely to require greater strain to fully mobilise resistance.
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**REFERENCES**
Under-sleeper pads (USPs), typically made from polyurethane, are used by railways in certain parts of the world to reduce ballast settlement and consequently lengthen the ballast tamping cycle. The rationale behind this relatively new addition to the conventional ballasted track structure is that the pad increases the contact area between the angular ballast particles and the underside of the concrete sleeper, with the effect that ballast breakdown and total track settlement are reduced. This paper describes two experiments on the effects of USPs on four aspects of sleeper–ballast interaction, namely contact area, contact pressure, ballast settlement and ballast breakdown. Static and dynamic tests up to 1 million loading cycles were performed under controlled laboratory conditions on concrete sleepers with and without USPs. Sophisticated pressure sensors revealed an increase in contact area from 12% to 35% for static loading tests, and from 8% to 20% for dynamic tests, with a resulting 70% reduction in contact pressure. In addition, a 44% reduction in ballast settlement and a 23% reduction in ballast breakdown were achieved by the introduction of USPs. In conclusion it is argued that the introduction of USPs specifically on heavy-haul lines would offer significant advantages with respect to ballast settlement and breakdown. These advantages are most likely to lengthen general ballast tamping and screening cycles, resulting in significant life cycle cost savings.

INTRODUCTION

A conventional track structure consists of the superstructure (i.e. rail, fastening system and sleeper) as well as the substructure (i.e. ballast, subballast and subgrade materials) (Selig & Waters 1994). With the introduction of concrete sleepers and the phasing out of wooden sleepers in some countries, the traditional track structure became significantly stiffer and an elastic pad or rail pad was introduced between the rail and the concrete sleeper. The rail pad reduces the high-frequency force components that result from dynamic wheel–rail interaction and insulates the rail from the sleeper (Esveld 2001). The next interface where high stress concentrations are present is the underside of the concrete sleeper that is in direct contact with the ballast. With traffic, the concrete and ballast are subjected to high contact stresses which gradually crush the ballast and erode or wear the underside of the sleeper. It is therefore no surprise that ballast breakdown and sleeper wear have been identified as two of the three major sources of ballast fouling (Selig & Waters 1994). Ballast breakdown is caused by, amongst others, handling during transportation, construction, chemical weathering, tamping and normal traffic damage.

Apart from ballast breakdown, ballast settlement is responsible for gradual track geometry deterioration which necessitates corrective maintenance in the form of track realignment, usually by a mechanised tamping machine in combination with a dynamic track stabiliser (Maree & Gräbe 1997). It is unfortunate that this process of corrective maintenance unavoidably contributes to further ballast breakdown and degradation. It is exactly this aspect that prompted the development of under-sleeper pads (USPs), a relatively new contribution to the traditional ballast track structure, aimed at reducing ballast and sleeper deterioration, and lengthening the ballast tamping cycle. A life cycle cost calculation, which falls outside the scope of this paper, would be required to compare the benefits of reduced ballast maintenance to the cost of the product. If such a calculation produces a significant cost benefit, the introduction of USPs on passenger, freight and heavy-haul lines should play a significant role in reducing ballast and sleeper maintenance costs. Potocan and Dorfner (2013) addressed this aspect in their research and found the USPs to be financially viable.

BACKGROUND

The first use of USPs was during the mid-1980s on main and high-speed lines in Europe. Since then, several research projects involving numerical, field and laboratory work were carried out to evaluate the effectiveness of USPs.
Numerical work on USPs includes a parametric characterisation study on the influence of rail pad stiffness, USP stiffness and the stiffness of the ballast and subgrade on dynamic aspects of vehicle–track interaction (Johansson et al 2008). The study concluded that the selection of USP properties with the aim of enhancing track performance will be a compromise between reducing vibration magnitudes in the superstructure on the one hand and vibration magnitudes in the substructure on the other hand. The former would require a stiff USP while the latter would favour a USP with lower stiffness. In another numerical study involving finite element modelling, three different cases were studied, namely the transition from a soft to a stiffer track, a track section with randomly varying stiffness and a track structure with hanging sleepers (Witt 2008). The conclusions from this study highlight the advantages of a USP in each of the three cases and emphasise the importance of choosing the correct USP stiffness.

Research carried out by the Graz University of Technology (TUG) and on Austrian Federal Railways (ÖBB) involved the monitoring of USP installations on hundreds of main line track test sections, with and without USPs. All test sections demonstrated a significantly reduced rate of deterioration, resulting in extended tamping cycles of at least double the original. The researchers also claimed a 30% life cycle cost reduction of ballasted track as a result of the use of USPs (Veit & Marschnig 2009; Schilder & Auer 2009; Marschnig & Veit 2011). Following these successes, USPs are now used in Austria, Germany, France, Spain and Switzerland in a variety of applications, including high-speed lines, normal main lines, turnouts and sharp curves (Loy 2008; Potocan & Dorfner 2013).

In a study involving mostly mixed traffic track up to a moderate axle load of 22.5 tons, the researchers are of the opinion that USPs should be even more effective in heavy-haul applications (Veit & Marschnig 2013). As a minimum, the contact area should be increased from between 5% and 12% to approximately 30%, while tamping demand is expected to reduce by at least 50%.

Typical USP installations include main lines, high-speed lines, mixed-freight corridors, turnouts, sharp curves and track transitions. Application of this technology to heavy-haul lines is however not common and, although numerical and parametric studies and a considerable amount of field monitoring tests have been carried out, laboratory simulation of USP installations under heavy-haul conditions have up to now been limited. The research described in this paper is aimed at quantifying the ballast performance improvement brought about by introducing USPs through a series of laboratory tests under controlled conditions.

**Experimental Work**

The objectives of this paper were achieved by carrying out two different laboratory experiments on the effectiveness of under-sleeper pads (USPs). Experiment 1 involved the testing of one 278 kg concrete sleeper (type PY) on ballast in a wooden box to evaluate the effect of a USP on ballast contact area and ballast pressure. Experiment 2 involved the testing of a half concrete sleeper on ballast in a steel box to evaluate the effect of a USP on ballast settlement and ballast breakdown. Common to both experiments were the ballast aggregate that was used and the type of USP selected for the experiments. Where possible, the conditions on a freight...
or heavy-haul railway line were simulated in terms of the applied loads and the track components chosen for the laboratory tests.

**Characteristics of the under-sleeper pad**
The under-sleeper pad used in the laboratory experiments was made from polyurethane and had elastoplastic properties. The pad had a bending modulus of 0.22 N/mm$^3$ and a static secant stiffness of between 0.01 N/mm$^2$ and 0.10 N/mm$^2$. The pad was 10 mm thick and it was installed directly below the sleeper without a mounting mesh. The pad was manufactured to withstand loads of up to 0.5 N/mm$^2$, and had a smooth and a relatively rough side with an even texture. The pad was placed between the sleeper and the ballast in such a manner that the rough side made contact with the ballast.

**Ballast properties**
The ballast used in the laboratory experiments were selected and graded to comply with the Transnet Freight Rail ballast specification (S406) (Transnet Freight Rail 1998). The document specifies a uniformly graded aggregate that complies with strict minimum criteria regarding soundness, durability, abrasion characteristics, plasticity of fines, flakiness, voids and relative density. The grading envelope of the aggregates is given in Table 1. The ballast used was crushed granite, fully complying with the specification for heavy-haul lines.

**Experiment 1**
Experiment 1 involved the testing of a complete PY sleeper on ballast in a specially designed wooden box, as shown in Figure 2 (also refer to Figure 1 for the test configuration). The load was applied to the sleeper with a 900 mm steel beam resting on the sleeper at the two rail seats. For the purposes of the experiment, two pressure mats or matrix-based tactile surface sensors (MBTSS) were used to measure the contact area and the magnitude of the applied stress. Each pressure mat (500 mm x 500 mm) had 2 112 surface sensors positioned in a grid of 44 rows and 48 columns. For protection, the pressure mats were placed between two thin rubber membranes (600 mm x 600 mm x 2 mm), one between the sleeper and the pressure mat, and one between the pressure mat and the ballast. The two pressure mats (A and B) were positioned to cover the area directly below the point of load application so that the maximum stresses could be measured as shown in Figure 2. Seating of the sleeper was achieved by an initial 1 000 cycles to a maximum of 50 kN at a frequency of 2 Hz.

**Experiment 2**
Experiment 2 involved the testing of approximately half a PY sleeper (1 m in length) on ballast in a specially designed steel box as shown in Figure 3. The load was applied by an hydraulic actuator on a steel ball at the rail seat. No contact stress measurements were done during this experiment. Two linear variable differential transducers (LVDTs) were, however, used to measure the vertical displacement (settlement) of the sleeper in the ballast box, as depicted in Figure 4. The grading of the ballast was determined before and after the execution of each of the tests. For this experiment a maximum number of 1 million cycles was arbitrarily chosen as a large enough value to evaluate the long-term performance of the ballast and USPs as a result of cyclic loading. On a heavy-haul line that annually exports 75 million gross tonnes (MGT) of coal, 1 million cycles would roughly represent one year’s traffic.

**Calibration of the matrix-based tactile surface sensors**
The pressure mats were calibrated to an absolute reference by placing a known mass directly onto the sensor and adjusting the sensitivity of the sensor to correspond with the test load. The protective rubber membranes were not used as part of this calibration procedure. It should be noted that the membranes would have an effect on the measured pressure distribution, but not on the total measured load. The
objective of the use of the surface sensors was, however, not to measure the exact pressure distribution at the sleeper and USP interface, but rather to facilitate comparative analyses between the different experimental setups.

RESULTS AND DISCUSSION

The results from the two experiments described above are analysed and discussed in the following paragraphs under the following headings: ballast contact area and contact pressure, ballast settlement, ballast breakdown and elastic (pad) recovery.

Ballast contact area and contact pressure

It is known that the contact area between the underside of a concrete sleeper and new ballast stone is between 3% and 5% of the total area of a sleeper (Potocan & Dorfner 2013).

During Experiment 1, static and dynamic loading tests were carried out under similar conditions with and without the USP between the sleeper and the ballast. For the static loading tests the total load on the sleeper was slowly increased from 0 kN to 50 kN.

The load was restricted to 50 kN to prevent damage to the pressure sensors. During the dynamic tests, the load was cycled at a frequency of 2 Hz between 2 kN and 50 kN. Each dynamic test consisted of 200 cycles.

The unloaded state was defined as the loading of the sleeper only with no external load. The unloaded contact area was between 5% and 6% without a USP. With a USP, the unloaded contact area was between 10% and 11%.

Figure 5 shows a summary of the static and dynamic test results highlighting the effect of USPs on contact area and contact pressure. The values shown here are all for a maximum load of 50 kN. As expected, the higher contact pressure and contact area measurements are registered by pressure Mat A, the one directly below the point of load application. The results also illustrate the significant increase in the contact area between the ballast and sleeper when a USP is introduced. In the static test, the contact area between the ballast and sleeper under a load of 50 kN increased from 12% of the total sleeper area (without a USP) to 35% on average as a result of the introduction of the USP. In a similar manner the average contact stress decreased from 1 012 kPa to 310 kPa, a significant reduction of 69%.

In the dynamic test, the introduction of the USP increased the contact area under a load of 50 kN from 8% to 28%, and decreased the contact stress from 1 029 kPa to 310 kPa, an average reduction of 70%.

Ballast settlement

Experiment 2 consisted of four different ballast settlement tests. The first two ballast settlement tests entailed a total of 1 million cycles each on a shortened sleeper (1 m in length, as per the setup in Figure 4). The load was cycled between 1 kN and 121 kN at a frequency of 4 Hz. The axle load on a typical heavy-haul line in South Africa is 26 t, which is equal to a force of approximately 260 kN for a full concrete sleeper. Although a single sleeper in the track would normally not carry 100% of the axle load, it was nevertheless decided to retain this load to account for dynamic effects and extreme cases where overstressing of the sleepers takes place.

Figure 6 Settlement results of the 1 000 000 cycle test and the 200 000 cycle test (Experiment 2)
Table 2 Sieve analysis results before and after Experiment 2 (1 million cycles)

<table>
<thead>
<tr>
<th>Sieve size (mm)</th>
<th>Before testing</th>
<th>After testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Without USP</td>
<td>With USP</td>
</tr>
<tr>
<td>Mass retained on sieve (kg)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 0.075</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.075</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.15</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.60</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1.18</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4.75</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13.20</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>19</td>
<td>0.30</td>
<td>0.20</td>
</tr>
<tr>
<td>26.6</td>
<td>8.65</td>
<td>7.85</td>
</tr>
<tr>
<td>37.5</td>
<td>109.6</td>
<td>76.5</td>
</tr>
<tr>
<td>53</td>
<td>173.4</td>
<td>181.6</td>
</tr>
<tr>
<td>63</td>
<td>89.3</td>
<td>109.3</td>
</tr>
<tr>
<td>75</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total mass</td>
<td>381.3</td>
<td>375.4</td>
</tr>
<tr>
<td>Total fines (&lt; 19 mm)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Mass loss</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

The load was consequently scaled down in relation to the area of the shortened (less than half) sleeper, resulting in a total load of 120 kN. To allow for consolidation of the ballast before the actual test commenced, 2 200 cycles at half the total load were applied. In the first test the sleeper was loaded without the USP, while a USP was inserted between the sleeper and the ballast for the second test.

The cyclic load was applied in such a way that no moment would be transferred onto the sleeper, thereby allowing the sleeper to settle freely and unrestricted. During the first test without the USP, after roughly 100 000 cycles, the sleeper tilted sideways due to uneven settlement of the ballast. A slight increase in the rate of settlement was also observed at this stage of the testing. The sleeper was repositioned with minimum disturbance to allow the test to continue to the full number of cycles.

Due to the problems with the uneven settlement of the sleeper during the 1 million cycle experiment, it was decided to perform a second ballast settlement test, this time only to a maximum of 200 000 cycles. As before, the load was cycled between 1 kN and 121 kN at a frequency of 4 Hz. The consolidation phase of the test involved 4 000 cycles at half the maximum load.

Figure 6 shows the experimental settlement data of the 1 million cycle test and the 200 000 cycle test. Power relationships of the form \( y = y_0 + ax^b \) where \( x \) represents the number of cycles, \( y_0 \) the initial settlement and \( a \) and \( b \) shape parameters, were used to quantify the growth in settlement, as depicted by the trend lines in the same graph (Ebersöhn 1995).

It is interesting to note that a change in the rate of settlement occurred just after 100 000 cycles in both tests involving the testing of the sleeper without a USP (see Figure 6). A possible explanation could be that this was the amount of loading or traffic required to bring about significant crushing of the ballast and cause an increase in the settlement rate. Figure 6 also shows the remarkable similarity between the settlement trends of the two tests where the USP was introduced. The tests without the USP, however, demonstrate different settlement rates and magnitudes, with the only similarity being the significantly higher settlement compared to the tests without the USP.

At the end of 1 000 000 cycles the sleeper without the USP settled 55.1 mm, while the sleeper with the USP settled 31.1 mm. This difference represents a 44% reduction in settlement as a result of the installation of the USP. Similarly, after 200 000 cycles the sleeper without the USP settled 31.0 mm, while the sleeper with the USP settled 22.5 mm, a 27% reduction in settlement as a result of the use of the USP.

Ballast breakdown

As part of Experiment 2, the crushing of the ballast (or ballast breakdown) was investigated. The mass and grading of the ballast used in both tests were carefully recorded before and after the execution of each of the tests. This included a control test without a USP and a test with a USP. The same procedure was followed for both the 1 million cycle test and the 200 000 cycle test, but because the cycles in the latter were limited, the results were not as prominent as those of the 1 million cycle test and they will not be presented here.

Table 2 shows the results of the grading analyses on the different ballast samples before and after the completion of the 1 million cycles. The following important aspects are highlighted by the data in Table 1:

- Before commencing with the cyclic loading, the samples of ballast used for both tests contained no fines (aggregate smaller than 19 mm).
- As a result of the cyclic loading, the fines (< 19 mm) increased from 0 kg to 3.710 kg (0.97% of the total sample mass) and 2.798 kg (0.74% of the total sample mass) for the test without the USP and the test with the USP respectively. Although these figures are relatively small, the change in the fines increase (from 0.97% to 0.74%) is 23% less as a result of the introduction of the USP.

Figure 7 shows the results of the grading analyses carried out on the different ballast samples used for Experiment 2. A logarithmic scale was used for the percentage passing the various sieve sizes so that the small particle size fractions of the material could be evaluated. The graph also shows the reduction in ballast breakdown that was calculated for all sieve sizes. The high reduction calculated for the aggregate < 0.075 mm could be regarded as unreliable, due to the extremely small mass of material involved. If this value is ignored, the average reduction in ballast breakdown as a result of the USP equates to 24%. This average value correlates well with the 23% reduction in fines (< 19 mm) that was calculated previously as a result of the use of the USP.

Further analysis of the data presented in Table 2 reveals that the largest particle size in the smallest 50% of particles \( (D_{50}) \) = 53 mm for the ballast material before commencing with the cyclic loading on the sleeper without a USP. After the test the grading curve moves in the direction of smaller aggregate so that \( D_{50} = 45 \) mm. For the cyclic loading test with a USP, \( D_{50} = 53 \) mm before the test and remains at the same value even after completion of the 1 million cycles. This observation also supports the notion that ballast degradation is significantly reduced by using USPs.

Elastic (pad) recovery

A final aspect that was considered in the evaluation of the effect of a USP on sleeper–ballast interaction was the elastic recovery of the pad. After completion of the tests in Experiment 2, the pads were removed from
the sleeper–ballast interface and allowed to recover in the absence of any loading. Figure 8 shows how the severe indentations as a result of the ballast pushing into the pad, and in one case tearing the pad, disappeared almost completely after 24 hours. Future tests on USPs are planned during which the structural properties of the pad will be evaluated before and after stages (i.e. increments of 100 000 repetitions) of cyclic loading.

**CONCLUSIONS**

The objective of this paper was to evaluate the effect of under-sleeper pads on four aspects related to sleeper–ballast interaction. These included ballast contact area, contact pressure, ballast settlement and ballast breakdown, specifically under heavy-haul conditions as opposed to passenger and general freight traffic.

In the first experiment it was found that the unloaded contact area between the ballast and the underside of a PY (heavy-haul) sleeper is between 5% and 6% without an under-sleeper pad. During a static test on the sleeper from 0 kN to 50 kN, the introduction of the USP resulted in a contact area increase from 12% without a USP to 35% with a USP, while the contact stress was reduced by 69%. A dynamic test in which the sleeper load was cycled between 2 kN and 50 kN produced similar results, with a contact area increase from 8% to 20% and an average reduction of 70% in the contact pressure.

The second experiment involved the application of 1 million and then 200 000 cycles between 1 kN and 121 kN on half a sleeper with and without a USP. The installation of the USP resulted in a 44% reduction in the total settlement after 1 million cycles. The second settlement test to a total of 200 000 cycles showed a 27% reduction in the settlement of the half sleeper as a result of the USP. The ballast used in the second experiment was graded before and after the application of the 1 million loading cycles. The aggregate used in both tests (with and without the USP) experienced ballast breakdown as a result of the high cyclic loads. However, the USP reduced the breakdown of the ballast across all particle sizes by an average of 24%. Similarly, the amount of fine aggregate (< 19 mm) was 23% less when a USP was used. In terms of ballast grading, the $d_{50}$ value of the new ballast was reduced from 53 mm to 45 mm in the test without a USP, while the $d_{50}$ value of the ballast material with the USP remained unchanged at 53 mm. Visual observations indicated good to excellent elastic recovery of the used pad 24 hours after the 1 million cycle test.
In conclusion it can be stated that the introduction of USPs on heavy-haul lines, as demonstrated by the two experiments described in this paper, offers significant advantages with respect to ballast settlement and breakdown. It was shown in the paper that an increase in sleeper-ballast contact area and a subsequent reduction in the contact pressure result from the placement of a USP between the sleeper and the ballast. A subsequent reduction in ballast settlement and breakdown under cyclic loading was directly attributed to the introduction of the USP. These advantages are most likely to lengthen the ballast tamping and screening cycles, resulting in significant life cycle cost savings. Subject to long-term structural performance and fatigue as a result of cyclic loading and adverse environmental conditions, the use of under-sleeper pads should be considered as a viable addition and possible improvement to existing heavy-haul infrastructure technology.
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REFERENCES
INTRODUCTION

In the past, the use of the concentration parameter has been favoured in general stormwater structure efficiency determinations (Greb & Bannerman 1997; Strecker et al 2001; Hossain et al 2005; Barrett 2008), as well as specifically with use of the Effluent Probability Method (EPM) (Chen et al 2009; Geosyntech Consultants Inc & Wright Water Engineers Inc 2011; Fassman 2012).

This paper contains findings from a larger research project into the design of stormwater detention and retention ponds for removal of metals. Said project required determinations of stormwater pond efficiencies in order to investigate links with pond physical parameters (volume, retention time, etc). The EPM was used for the determination of pond efficiencies.

The term “efficiency” has often been used in literature without explanation of its exact meaning. In this paper, the following definition applies: “Efficiency is a measure of how well a structure or system removes a substance”. This definition was adapted from an original definition proposed by Strecker et al (2001), which reads: “Efficiency is a measure of how well a BMP (read Best Management Practice) or BMP system removes pollutants”. The revised definition omitted references to the term “BMP” and replaced the original term “pollutants” with the term “substance”. This was done to generalise the definition, since the term “BMP” is specific mainly to literature originating in the USA, and the meaning of the term “pollutant” is specific to its application. Furthermore, the definition of efficiency is delineated here only to refer to differences between monitored pond point influents and effluents, i.e. the definition does not include substance sources such as direct overland flow or base flow.

The definition of efficiency used in this research therefore refers to the removal (positive or negative) of a tangible element, i.e. a substance, by a stormwater structure. Therefore, there is a fundamental fallacy in the use of a concentration parameter when determining pond efficiencies, namely concentration is not a tangible element. It is a mathematical construct comprising physically measurable quantities – mass and volume. It is also an abstract concept – one cannot see or feel concentration. Terms such as “removal of concentration” are therefore ill- advised. Concentration does not exist physically and cannot be removed physically. Concentration, however, can be changed through removal or addition of the physical elements found in its compound parameters, namely mass and volume.

Nevertheless, the favoured use of the concentration parameter in literature necessitated further investigation into whether the concentration parameter may be used as a proxy parameter for mass, to ascertain the amount of substance removed by a structure. The aforementioned hypothesis

Use of the concentration parameter has in the past generally been favoured in stormwater structure efficiency determinations, and specifically with use of the Effluent Probability Method. However, efficiency is by definition related to the amount of substance removed within a stormwater structure, and concentration, being a mathematical construct, cannot be “removed”. The purpose of this study was to investigate whether there is substantive proof for the use of substance concentration as a proxy for mass in the Effluent Probability Method to ascertain the amount of substance removed by a structure, i.e. its efficiency. Theoretical considerations and results of data analyses did not support this, and it is therefore recommended that mass, and not concentration, be used in efficiency determinations with the Effluent Probability Method.

Keywords: stormwater, pond efficiency, detention pond, retention pond, effluent probability method, mass, concentration
is the subject of this paper. This hypothesis has the theoretical weakness that concentration, although directly related to substance mass, is also influenced by volume, which is wholly unrelated to the amount of substance removed. The use of the term “efficiency”, as defined above, in conjunction with the concentration parameter (albeit theoretically established here as a fallacy), has been continued in this paper.

**METHODS**

**Data sources and preparation**

Data for the study was obtained from the International Stormwater BMP database, v.07.07.11, available on www.bmpdatabase.org. Data consisted of water quality data (event mean concentrations), total inflow/outflow volumes per storm and physical characteristics of ponds. Experimental methods for data determination were standard and generally well documented within the database. Metals concentrations were measured with various types of spectrometry devices, and solids were measured with gravimetric methods.

The data within the database was provided as event mean concentrations (EMCs). EMCs are a flow-proportional statistical average defined in the BMP Database’s Urban BMP Performance Monitoring Manual (GeoSyntec Consultants & Wright Water Engineers 2009, p 7–2) as “the total constituent mass divided by the total runoff volume”. They state that this parameter may be combined with flow data to determine pollutant load from any given storm.

Data preparation included case study selection, subcase selection, treatment of non-detects, investigations into data quality and testing for normality in data. The whole

### Table 1 Pond efficiency behavioural types observed in data

<table>
<thead>
<tr>
<th>Graphical observation of input and output CFPs</th>
<th>Indication</th>
<th>Statistically significant difference between influent/effluent data?</th>
<th>Pond efficiency behavioural types (BTs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Influent/effluent CFPs generally coincidental, closely adjacent and intersecting</td>
<td>Pond efficiencies are unresponsive and varied across the data range</td>
<td>No</td>
<td>BT1 Pond efficiency behaviour is accepted to be generally unresponsive and varied across the data range</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B Influent/effluent CFPs generally non-coincident and distant in many areas</td>
<td>Possibly significant general efficiency</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BT3 Pond efficiency behaviour is generally negative and statistically significant</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No</td>
<td>BT4 Pond efficiency behaviour is generally positive, but not statistically significant</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BT5 Pond efficiency behaviour is generally negative, but not statistically significant</td>
</tr>
</tbody>
</table>

### Table 2 List of detention ponds with identical concentration and mass efficiency classification results

<table>
<thead>
<tr>
<th>Case study</th>
<th>Substance</th>
<th>Fraction</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>El Dorado</td>
<td>Cu</td>
<td>Tot, Diss, Part</td>
<td>Generally unresponsive</td>
</tr>
<tr>
<td></td>
<td>TSS</td>
<td>Tot</td>
<td>Generally unresponsive</td>
</tr>
<tr>
<td>Grant Ranch</td>
<td>Cu</td>
<td>Tot, Part</td>
<td>Significantly positive</td>
</tr>
<tr>
<td></td>
<td>Cu</td>
<td>Diss</td>
<td>Generally unresponsive</td>
</tr>
<tr>
<td></td>
<td>TSS</td>
<td>Tot</td>
<td>Significantly positive</td>
</tr>
<tr>
<td>Greenville</td>
<td>Cu, Pb, Zn, TSS</td>
<td>Tot</td>
<td>Significantly positive</td>
</tr>
<tr>
<td>I5/I605 EDB</td>
<td>As, Cd, Cu, Pb, Zn</td>
<td>Tot, Diss, Part</td>
<td>Generally unresponsive</td>
</tr>
<tr>
<td></td>
<td>TSS</td>
<td>Tot</td>
<td>Not significantly positive</td>
</tr>
<tr>
<td>I5 Manchester East EDB</td>
<td>As</td>
<td>Part</td>
<td>Significantly positive</td>
</tr>
<tr>
<td></td>
<td>Cd, Cu, Pb, Zn, TSS</td>
<td>Tot, Part</td>
<td>Significantly positive</td>
</tr>
<tr>
<td></td>
<td>Pb</td>
<td>Diss</td>
<td>Generally unresponsive</td>
</tr>
<tr>
<td>I5 SR56 EDB</td>
<td>As</td>
<td>Tot, Diss</td>
<td>Generally unresponsive</td>
</tr>
<tr>
<td></td>
<td>As</td>
<td>Part</td>
<td>Not significantly positive</td>
</tr>
<tr>
<td></td>
<td>Cd</td>
<td>Tot, Part</td>
<td>Not significantly positive</td>
</tr>
<tr>
<td></td>
<td>Cd</td>
<td>Diss</td>
<td>Generally unresponsive</td>
</tr>
<tr>
<td></td>
<td>Cu, Pb, Zn</td>
<td>Tot, Part</td>
<td>Significantly positive</td>
</tr>
<tr>
<td></td>
<td>Cu, Pb, Zn</td>
<td>Diss</td>
<td>Generally unresponsive</td>
</tr>
<tr>
<td>I15 SR78 EDB</td>
<td>As, Cu, Zn</td>
<td>Tot, Part</td>
<td>Significantly positive</td>
</tr>
<tr>
<td></td>
<td>As, Zn</td>
<td>Diss</td>
<td>Generally unresponsive</td>
</tr>
<tr>
<td></td>
<td>Cd, Pb, TSS</td>
<td>Tot</td>
<td>Significantly positive</td>
</tr>
<tr>
<td>I605 SR91 EDB</td>
<td>Cu</td>
<td>Part</td>
<td>Significantly positive</td>
</tr>
<tr>
<td></td>
<td>Pb, Zn, TSS</td>
<td>Tot, Part</td>
<td>Significantly positive</td>
</tr>
<tr>
<td>Lexington Hills</td>
<td>As, Cu, Zn, TSS</td>
<td>Tot, Part</td>
<td>Significantly positive</td>
</tr>
<tr>
<td></td>
<td>Cd</td>
<td>Tot</td>
<td>Not significantly positive</td>
</tr>
<tr>
<td></td>
<td>Pb</td>
<td>Tot</td>
<td>Significantly positive</td>
</tr>
<tr>
<td></td>
<td>Zn</td>
<td>Diss</td>
<td>Not significantly positive</td>
</tr>
<tr>
<td>Mountain Park</td>
<td>Zn</td>
<td>Tot</td>
<td>Significantly positive</td>
</tr>
<tr>
<td></td>
<td>TSS</td>
<td>Tot</td>
<td>Generally unresponsive</td>
</tr>
</tbody>
</table>

**Note:** Tot = Total, Diss = Dissolved, Part = Particulate
The project consisted of investigations into 10 detention pond and 20 retention pond case studies. Data was divided into a total of 120 metals and solids subcases, namely arsenic, cadmium, copper, lead, zinc, total suspended solids (TSS) and total volatile solids (TVS). Further division of subcases into total and dissolved fractions yielded 168 data sets.

The Regression on Order Statistics (ROS) method was used to estimate non-detect (censored) values for statistical calculations. The software application NADA for R version 2.15.0 (The R Foundation for Statistical Computing, copyright 2012) was used to model values. Mass data was calculated from ROS modelled non-detect values only in cases where the position of the modelled value in relation to volume data was clear, i.e. where there was no doubt that the modelled value related to a specific storm event. Data sets with > 80% non-detects could not be modelled (Helsel & Lee 2005) and were left unchanged.

**Quality assurance: data reviews**

Data was deleted from raw datasets in the following cases:

1. Paired datasets where the measured soluble concentration was reported to be a value larger than the measured total concentration. It was impossible to ascertain where the error occurred, and therefore total and soluble data in such cases were wholly removed from the datasets.
2. Datasets where the non-detects were reported with a method detection limit that was higher than any of the measured data. This scenario does not allow for any insight into the placement of data on a ranking scale; it only shows that the non-detects are somewhere within the whole range of the measured data. Such non-detect data was therefore deleted from the datasets.
3. Data that had been identified in the database by the data providers as “not for further use in water quality or volumetric analyses”.
4. Data coded as grab samples. The majority of data comprised event-mean concentrations. Grab samples could not be assumed to represent mean concentrations and were therefore not included in further data analyses.

**Statistics**

Descriptive statistics were calculated with the software program STATISTICA v.10 (Copyright© StatSoft Inc 1984–2011). The results of normality testing indicated a lack of normality in a great number of datasets (untransformed as well as log-transformed). Non-parametric descriptive statistics

<table>
<thead>
<tr>
<th>Table 3 List of retention ponds with identical concentration and mass efficiency classification results</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Case study</strong></td>
</tr>
<tr>
<td>Central Park</td>
</tr>
<tr>
<td>Cockroach Bay</td>
</tr>
<tr>
<td>TSS</td>
</tr>
<tr>
<td>De Bary</td>
</tr>
<tr>
<td>Pb</td>
</tr>
<tr>
<td>Zn</td>
</tr>
<tr>
<td>Zn</td>
</tr>
<tr>
<td>TSS</td>
</tr>
<tr>
<td>Greens Bayou</td>
</tr>
<tr>
<td>Pb</td>
</tr>
<tr>
<td>Zn</td>
</tr>
<tr>
<td>Heritage Estates</td>
</tr>
<tr>
<td>Cu</td>
</tr>
<tr>
<td>Pb, Zn, TSS</td>
</tr>
<tr>
<td>I5 La Costa East</td>
</tr>
<tr>
<td>Cu, Zn</td>
</tr>
<tr>
<td>Pb</td>
</tr>
<tr>
<td>Lake Ellyn</td>
</tr>
<tr>
<td>Pb</td>
</tr>
<tr>
<td>Zn</td>
</tr>
<tr>
<td>Lake Ridge</td>
</tr>
<tr>
<td>Madison Monroe St</td>
</tr>
<tr>
<td>TSS, TVS</td>
</tr>
<tr>
<td>McKnight Basin</td>
</tr>
<tr>
<td>Phantom Lake Pond A</td>
</tr>
<tr>
<td>Pinellas</td>
</tr>
<tr>
<td>TSS, TVS</td>
</tr>
<tr>
<td>Pittsfield</td>
</tr>
<tr>
<td>TSS</td>
</tr>
<tr>
<td>Runaway Bay</td>
</tr>
<tr>
<td>Silver Star Rd</td>
</tr>
<tr>
<td>Pb</td>
</tr>
<tr>
<td>Pb</td>
</tr>
<tr>
<td>Zn</td>
</tr>
<tr>
<td>TSS, TVS</td>
</tr>
<tr>
<td>Tampa Office Pond 1</td>
</tr>
<tr>
<td>Tampa Office Pond 2</td>
</tr>
<tr>
<td>Tampa Office Pond 3</td>
</tr>
<tr>
<td>University of New Hampshire</td>
</tr>
</tbody>
</table>

**Note:** Tot = Total, Diss = Dissolved, Part = Particulate
Table 4 List of detention ponds with contradictory concentration/mass efficiency classification results

<table>
<thead>
<tr>
<th>Case study</th>
<th>Substance</th>
<th>Fraction</th>
<th>Classification – Concentration</th>
<th>Classification – Mass</th>
<th>Strength of result</th>
</tr>
</thead>
<tbody>
<tr>
<td>I5 Manchester East EDB</td>
<td>As</td>
<td>Tot</td>
<td>Generally unresponsive</td>
<td>Significantly positive</td>
<td>Informative</td>
</tr>
<tr>
<td></td>
<td>As</td>
<td>Diss</td>
<td>Not significantly negative</td>
<td>Not significantly positive</td>
<td>Informative</td>
</tr>
<tr>
<td></td>
<td>Cd</td>
<td>Diss</td>
<td>Not significantly positive</td>
<td>Generally unresponsive</td>
<td>Arguable</td>
</tr>
<tr>
<td></td>
<td>Cu</td>
<td>Diss</td>
<td>Generally unresponsive</td>
<td>Significantly positive</td>
<td>Informative</td>
</tr>
<tr>
<td></td>
<td>Zn</td>
<td>Diss</td>
<td>Generally unresponsive</td>
<td>Significantly positive</td>
<td>Informative</td>
</tr>
<tr>
<td>I5 SR56 EDB</td>
<td>TSS</td>
<td>Tot</td>
<td>Significantly positive</td>
<td>Not significantly positive</td>
<td>Arguable</td>
</tr>
<tr>
<td>I15 SR78 EDB</td>
<td>Cu</td>
<td>Diss</td>
<td>Generally unresponsive</td>
<td>Significantly positive</td>
<td>Informative</td>
</tr>
<tr>
<td>I605 SR91 EDB</td>
<td>Cu</td>
<td>Tot</td>
<td>Not significantly positive</td>
<td>Significantly positive</td>
<td>Arguable</td>
</tr>
<tr>
<td></td>
<td>Cu</td>
<td>Diss</td>
<td>Not significantly negative</td>
<td>Significantly positive</td>
<td>Arguable</td>
</tr>
<tr>
<td></td>
<td>Pb</td>
<td>Diss</td>
<td>Generally unresponsive</td>
<td>Significantly positive</td>
<td>Informative</td>
</tr>
<tr>
<td></td>
<td>Zn</td>
<td>Diss</td>
<td>Not significantly positive</td>
<td>Significantly positive</td>
<td>Arguable</td>
</tr>
<tr>
<td>Lexington Hills</td>
<td>As</td>
<td>Diss</td>
<td>Generally unresponsive</td>
<td>Not significantly positive</td>
<td>Arguable</td>
</tr>
<tr>
<td></td>
<td>Cu</td>
<td>Diss</td>
<td>Not significantly negative</td>
<td>Not significantly positive</td>
<td>Informative</td>
</tr>
</tbody>
</table>

Note: Tot = Total, Diss = Dissolved, Part = Particulate

Table 5 List of retention ponds with contradictory concentration and mass efficiency classification results

<table>
<thead>
<tr>
<th>Case study</th>
<th>Substance</th>
<th>Fraction</th>
<th>Classification – Concentration</th>
<th>Classification – Mass</th>
<th>Strength of result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central Park</td>
<td>Cd</td>
<td>Tot</td>
<td>Significantly positive</td>
<td>Significantly negative</td>
<td>Informative</td>
</tr>
<tr>
<td></td>
<td>Cu, TSS, TVS</td>
<td>Tot</td>
<td>Significantly positive</td>
<td>Not significantly positive</td>
<td>Arguable</td>
</tr>
<tr>
<td>Cockroach Bay</td>
<td>Cu</td>
<td>Tot</td>
<td>Not significantly positive</td>
<td>Significantly positive</td>
<td>Arguable</td>
</tr>
<tr>
<td>De Bary</td>
<td>Cu</td>
<td>Tot, Diss</td>
<td>Significantly positive</td>
<td>Generally unresponsive</td>
<td>Informative</td>
</tr>
<tr>
<td></td>
<td>Cu</td>
<td>Tot, Part</td>
<td>Not significantly negative</td>
<td>Generally unresponsive</td>
<td>Arguable</td>
</tr>
<tr>
<td>Greens Bayou</td>
<td>Zn</td>
<td>Tot, Diss</td>
<td>Significantly negative</td>
<td>Not significantly negative</td>
<td>Arguable</td>
</tr>
<tr>
<td></td>
<td>TSS</td>
<td>Tot</td>
<td>Significantly positive</td>
<td>Not significantly positive</td>
<td>Arguable</td>
</tr>
<tr>
<td>I5 La Costa East</td>
<td>Cd</td>
<td>Diss</td>
<td>Not significantly positive</td>
<td>Generally unresponsive</td>
<td>Arguable</td>
</tr>
<tr>
<td>Lake Ellyn</td>
<td>Cu</td>
<td>Diss</td>
<td>Generally unresponsive</td>
<td>Generally unresponsive</td>
<td>Informative</td>
</tr>
<tr>
<td>Lakeside</td>
<td>Zn, TSS</td>
<td>Tot</td>
<td>Significantly positive</td>
<td>Not significantly positive</td>
<td>Arguable</td>
</tr>
<tr>
<td>Pinellas</td>
<td>Pb</td>
<td>Tot</td>
<td>Significantly positive</td>
<td>Generally unresponsive</td>
<td>Informative</td>
</tr>
<tr>
<td></td>
<td>Zn</td>
<td>Tot</td>
<td>Significantly positive</td>
<td>Not significantly positive</td>
<td>Arguable</td>
</tr>
<tr>
<td>Tampa Office Pond 1</td>
<td>TSS</td>
<td>Tot</td>
<td>Significantly positive</td>
<td>Not significantly positive</td>
<td>Arguable</td>
</tr>
<tr>
<td>Tampa Office Pond 2</td>
<td>Cu</td>
<td>Tot</td>
<td>Generally unresponsive</td>
<td>Not significantly positive</td>
<td>Arguable</td>
</tr>
<tr>
<td>Tampa Office Pond 3</td>
<td>Cd, Cu</td>
<td>Tot</td>
<td>Significantly positive</td>
<td>Not significantly positive</td>
<td>Arguable</td>
</tr>
<tr>
<td>University of New Hampshire</td>
<td>TSS</td>
<td>Tot</td>
<td>Significantly positive</td>
<td>Not significantly positive</td>
<td>Arguable</td>
</tr>
</tbody>
</table>

Note: Tot = Total, Diss = Dissolved, Part = Particulate

The methodology broadly comprises the following steps:
1. Determine whether a BMP is providing treatment by calculating statistical significance at 95% confidence level between influent and effluent values.
2. Examine a cumulative distribution function or standard parallel probability plot of influent and effluent quality.

The results of the statistical analysis indicated that normality could not be assumed in many datasets and that difference values between influent and effluent data were non-symmetrical. The state of the data therefore necessitated the use of the non-parametric, but less powerful, Sign test for testing of statistical significance. The software program STATISTICA v.10 (Copyright © StatSoft Inc 1984–2011) was used for all calculations of statistical significance. Statistical significance between influent and effluent data was accepted at p < 0.05. A table published by Dixon (1953, Table 1, p 468) was used to estimate power.

Cumulative Distribution Functions (CDFs) can be approximated by Cumulative Frequency Plots (CFPs) and can be displayed on these plots to determine how well the data fits a theoretical (e.g. normal) distribution (GeoSyntec Consultants & Wright Water Engineers 2009). However, the establishment of pond efficiencies for comparative purposes did not require the establishment of theoretical distributions. Normality of datasets was established through the use of Normal Probability Plots in order to inform the choice between statistical tests. Therefore, the sample approximations of the CDFs, i.e. CFPs, were deemed adequate for the graphical representations of data in this project.

STATISTICA v.10 (Copyright © StatSoft Inc 1984–2011) was used to generate CFPs.
The Lowess smoothing method was used in the generation of regression lines, while graphical observations were limited to visual categorisation of graphical behaviour according to plot point and regression line proximity.

Classification of pond efficiencies
Relationships between input and output CFPs resulted in the classification of general pond efficiencies into two different observational types. Additional consideration of statistical significance results led to the establishment of five different behavioural types (BTs), which are discussed further below. The criteria for the selection of BTs are shown in Table 1 (p 43).

RESULTS AND DISCUSSION
Dataset efficiency classifications
Pond efficiencies were classified separately for substance type (metals and solids), as well as fraction (total, dissolved or particulate). Tables 2 to 5 (pp 43–45) contain lists of detention and retention ponds with similar and dissimilar concentration and mass efficiency classification results.

The power of the Sign test results was low for the majority of detention and retention pond total (concentration and mass) cases where statistical significance between influent and effluent values was not found. It is therefore possible that, due to effect size, these case studies may have produced significant results if larger sample sizes had been available. However, the subject of this investigation was to ascertain if concentration and mass data provide similar interpretations of efficiency with the EPM. Therefore, the focus was on the data at hand, and hypotheses regarding different outcomes with larger data samples were considered to be irrelevant.

Classifications where subjectivity may have resulted in arguable outcomes, namely classifications labelled as “not significantly positive”, “not significantly negative” or “generally unresponsive” were found in a number of cases. Efficiency classifications of such cases may have been found to be identical rather than contradictory if (1) more data had been available to improve the power and change the outcome of the statistical significance results, or (2) a different (and subjective) decision regarding the graphical display of data had been made.

Therefore it is possible that, under different circumstances, similar concentration and mass classifications may have been found for cases where the classifications were combinations of (1) not significantly positive and significantly positive, (2) not significantly negative and significantly negative, and (3) not significantly positive/negative and generally unresponsive. In this research such cases include the following: I5 Manchester East EDB (dissolved cadmium), I5 SR56 EDB (TSS), I605 SR91 EDB (total copper, dissolved zinc), Lexington Hills Pond (dissolved arsenic), Central Park Pond (total copper, TSS, TVS), Cockroach Bay Pond (total copper), Greens Bayou (total and particulate copper, total and dissolved zinc, TSS), I5 La Costa East EDB (dissolved cadmium), Lakeside
Pond (total zinc, TSS), Pinellas Pond (total zinc), Tampa Office Pond 1 (TSS), Tampa Office Pond 2 (total copper), Tampa Office Pond 3 (total cadmium, total copper) and University of New Hampshire Pond (TSS).

Cases where the differences between influent and effluent values were statistically significant, combined with CFPs that were obviously distant, classifications such as “significantly positive” or “significantly negative” are well founded and not considered to be arguable. Therefore, cases where the concentration and mass classifications were combinations – (1) positive and negative, or (2) generally unresponsive and significantly positive/negative – they have notable differences between concentration and mass efficiencies. Such cases included the following:

- I5 Manchester East EDB (total and dissolved arsenic, dissolved copper, dissolved zinc), I15 SR78 EDB (dissolved copper), I605 SR91 EDB (dissolved copper, dissolved lead), Lexington Hills (dissolved copper), Central Park Pond (total cadmium), De Bary Pond (total and dissolved copper), Lake Ellyn (dissolved copper) and the Pinellas Pond (total lead).

No evidence was found to suggest that contradictory concentration/mass classifications may be linked to specific substances. Contradictory results for both detention and retention ponds encompassed all metals (arsenic, cadmium, copper, lead, zinc) and solids subcases (TSS, TVS).

**Graphical data behaviour**

Investigation of CFPs showed differences in concentration and mass data behaviour that were obscured by the simplistic singular efficiency classification results. Two informative cases were selected for illustrative purposes (see Figures 1 to 4).

The I5 Manchester East EDB (arsenic) CFPs indicate markedly different total and dissolved arsenic concentration and mass efficiencies. Total concentration influent/effluent data behaviour is closely adjacent along the majority of the data range while, in contrast, total mass influent/effluent data is distant along the majority of the data range. Dissolved concentration influent/effluent CFPs indicate negative removals along the majority of the data range while, in contrast, the mass influent/effluent CFPs indicate positive removals along the majority of the data range. Interpretation of the concentration graphs therefore leads to an inference of poor total and negative dissolved pond efficiencies, while the interpretation of the mass data indicates considerably better and generally positive pond efficiencies.

The Central Park Pond CFPs (total cadmium) indicate positive concentration efficiencies and negative mass efficiencies. Therefore, interpretation of the concentration graph leads to an inference of positive total pond efficiencies, while the interpretation of the mass data indicates much poorer negative efficiencies.

These graphs illustrate erroneous conclusions that can be made regarding pond efficiencies through the use of concentration as a parameter for the determination of the amount of substance removed, namely:

1. In the I5 Manchester East EDB it is possible that physical pond functioning influenced influent arsenic concentrations in such a way that substances were more concentrated when they reached the pond effluent stream. This does not mean that the pond did not remove substances, as was evidenced by the mass data, only...
that the substances became more concentrated within the pond.

2. The Central Park pond sources of influent other than the influent stream, such as direct overland flow, direct rainfall or base flow, may have increased pond volumes and decreased influent cadmium concentrations, thereby reducing effluent concentrations. This does not mean that the pond removed cadmium, as was evidenced by the mass data, only that the substance became less concentrated within the pond.

CONCLUSIONS

The subject of this paper was an investigation into the hypothesis that the concentration parameter may be used as a proxy parameter for mass in the Effluent Probability Method (EPM) to ascertain the amount of substance removed by a structure, i.e., its efficiency. The results of theoretical considerations and data analyses negate this hypothesis. Theoretically, the hypothesis has the weakness that concentration, although mathematically directly related to mass, is also influenced by volume, which is completely unrelated to mass.

Data investigations showed that many of the resultant contradictory classifications for concentration and mass data may be arguable. Different graphical interpretations may have resulted in similar classifications for concentration and mass data in some cases. However, a noteworthy number of cases had contradictory concentration and mass classifications that were not deemed to be fundamentally arguable. Cases wherein (1) concentration and mass removals were opposite (i.e., positive and negative), or (2) where significant removals were found for concentration, and generally unresponsive behaviour was seen for mass (and vice versa), were deemed to have unarguably contradictory concentration and mass data behaviours.

Therefore, the efficiency classification results (Tables 2–5 on pp 43–45) indicate that different classifications were possible for evaluations of concentration and mass efficiencies. Such differences were due to different concentration and mass data behaviours, as illustrated in Figures 1 and 2. Pond influent concentrations changed within ponds with subsequent increases or decreases in effluent concentration values without concurrent increases or decreases in mass values. Figures 1 and 2 demonstrate erroneous conclusions that can be made through the use of the concentration parameter, namely (1) increases in effluent concentrations compared to influent concentrations do not necessarily mean that the pond did not remove substances, only that the substances became more concentrated within the pond, and (2) decreases in effluent concentrations compared to influent concentrations do not necessarily mean that the pond removed substances, only that the substances became less concentrated within the pond.

Therefore, the results suggest that not only is the use of the concentration parameter as a proxy parameter for mass unfounded for use in the EPM, but, in addition, erroneous conclusions regarding pond efficiencies can be made. It is therefore recommended that the mass parameter be used for determination of pond efficiencies with the EPM.
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INTRODUCTION
This technical note presents information on the development and application of a classification system for use as a supplement to the Effluent Probability Method (EPM). It is part of a larger project into the determination of links between stormwater pond efficiency, in terms of metals and solids removal, and design. It became apparent during the course of the project that a scheme that enabled the comparison of case studies in terms of efficiency was required. A literature search yielded no such system, necessitating the development of the classification system presented here.

The definition of stormwater pond efficiency used in this paper was adopted from literature provided by the United States of America Environmental Protection Agency (USEPA) and reads as follows: “Efficiency is a measure of how well a BMP (read Best Management Practice) or BMP system removes pollutants” (Geosyntec Consultants et al 1999). In this paper, the term “efficiency” refers specifically to how well a stormwater pond removes metals and solids.

The Effluent Probability Method (EPM) has been used in a number of studies to determine stormwater structure substance removal efficiencies, e.g. Chen et al (2009), Geosyntec Consultants Inc & Wright Water Engineers Inc (2011), and Fassman (2012). The findings of Chen et al (2009) and Geosyntec Consultants Inc & Wright Water Engineers Inc (2011) are limited to graphical comparisons of influent and effluent data for specific substances with cumulative frequency plots. The findings of Fassman (2012) are limited to categorical (swales, wetlands, etc) graphical comparisons of substance effluent event mean concentrations.

These studies illuminate a shortcoming of the EPM, namely that efficiency of specific structures can only be subjectively quoted, simply as “more or less efficient” in relation to other structures, with no scheme to suggest how “efficient” or “inefficient” a structure is.

THE EFFLUENT PROBABILITY METHOD
The EPM provides a statistical view of influent and effluent quality and was recommended by GeoSyntec Consultants & Wright Water Engineers (2009) under support from inter alia the Water Environment Research Foundation (WERF), the United States Environmental Protection Agency (USEPA) and the American Society of Civil Engineers (ASCE).

This methodology broadly comprises the following steps:
1. Determine whether a BMP is providing treatment by calculating statistical significance at 95% confidence level between influent and effluent values.
2. Examine a cumulative distribution function or standard parallel probability plot of influent and effluent quality.

The advantages of the EPM are: (1) it is easy to apply, and (2) it provides a clear picture of the effluent vs influent water quality.
Shortcomings of the method are:

1. The measure of statistical significance is only a measure that proves/disproves the null hypothesis that the influent and effluent data medians are equal at a pre-defined significance level. It cannot prove that influent concentration has some impact on effluent concentration.

2. Graphical displays of data provide only a sense of pond performance. Personal judgement must be used to conclude whether a pond performs well or poorly in relation to other ponds.

Cumulative distribution functions (CDFs) can be approximated by cumulative frequency plots (CFPs) (GeoSyntec Consultants & Wright Water Engineers 2009). CFPs are variations of histograms, in which the height of each bar represents the total number of observations that are less than or equal to the upper limit of the bin (Montgomery & Runger 2003). These graphs are useful in pond efficiency evaluations, because they can indicate variations in pond efficiencies over inflow/outflow data ranges. The establishment of pond efficiencies for comparative purposes in this project did not require the establishment of theoretical distributions. Normality of datasets was established through the use of normal probability plots in order to inform the choice between statistical tests. Therefore, the sample approximations of the cumulative distribution functions, i.e. CFPs, were deemed adequate for the graphical representations of data.

The use of statistical significance is controversial and has been criticised. Dickson and Baird (2011) stated that, although statistical significance testing has become the standard in many scientific explorations, the assumption that a significant difference is due to some causal relationship is

<table>
<thead>
<tr>
<th>Graphical observation</th>
<th>Indication</th>
<th>Statistically significant difference between inflow/outflow data?</th>
<th>Pond efficiency behavioural types (BT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A In/out CFPs generally coincidental, closely adjacent and intersecting</td>
<td>Pond efficiencies are unresponsive and varied across the data range</td>
<td>Yes</td>
<td>BT1 Pond efficiency behaviour is accepted to be generally unresponsive and varied across the data range</td>
</tr>
<tr>
<td>B CFPs generally non-coincidental and distant in many areas</td>
<td>Possibly significant general efficiency</td>
<td>Yes</td>
<td>BT2 Pond efficiency behaviour is generally positive and statistically significant</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BT3 Pond efficiency behaviour is generally negative and statistically significant</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No</td>
<td>BT4 Pond efficiency behaviour is generally positive, but not statistically significant</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BT5 Pond efficiency behaviour is generally negative, but not statistically significant</td>
</tr>
</tbody>
</table>

**Table 1** Pond efficiency behavioural types observed in data

**Table 2** Sign test p-value results for selected case studies

<table>
<thead>
<tr>
<th>Case study</th>
<th>Sign test p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total Conc</td>
</tr>
<tr>
<td>I5/I605 EDB – zinc</td>
<td>0.15</td>
</tr>
<tr>
<td>Lake Ellyn – zinc</td>
<td>0.00006</td>
</tr>
<tr>
<td>I605 SR91 EDB – copper</td>
<td>0.22</td>
</tr>
<tr>
<td>Central Park – cadmium</td>
<td>0.03</td>
</tr>
</tbody>
</table>

**Note:** Values in **bold** denote statistically significant results at \( p < 0.05 \). Values in *italics* denote results with low statistical power (< 0.8).

**Figure 1** I5 I605 EDB CFPs for zinc concentration inflow/outflow values

**Figure 2** I5 I605 EDB CFPs for zinc concentration inflow/outflow values
currently “more an article of faith than a well-established principle”. On the choice of the significance level, Dickson & Baird (2011) stated that the choice of significance level is in itself statistically insignificant, is arbitrary and unbased in theory. Statistical significance should therefore be used with cognisance of the criticisms raised against it. The EPM reduces the chance of drawing incorrect conclusions from the p-value by coupling its interpretation with that of graphical displays of data.

**CLASSIFICATION SYSTEM DEVELOPMENT**

**Statistical significance testing**

Data was obtained from the International Stormwater BMP Database, v.07.07.11, available on www.bmpdatabase.org. Normality test results indicated that normality could not be assumed in many datasets, and that difference values between inflow and outflow data were generally non-symmetrical. The Sign test was therefore chosen for use. It has been considered by Dixon and Mood (1946) to be most useful when (1) there are pairs of observations on the two things being compared, (2) each of the two observations of a given pair arose under similar conditions, and (3) the different pairs were observed under different conditions. This condition generally makes the t-test invalid. These conditions were suited for use with the data of this project where (1) pond inflow and outflow data could be seen as pairs, (2) the inflow and outflow data arose under the same storm and runoff conditions, and (3) different storm inflow and outflow data pairs arose under different storms and different runoff conditions.

The software program STATISTICA v.10 (Copyright© StatSoft Inc 1984–2011) was used for all calculations. Statistical significance between inflow and outflow data was accepted at $p < 0.05$. A table published by Dixon (1953) (Table 1, p 468) was used to estimate power.

**Cumulative Frequency Plots (CFPs)**

Graphical observations were limited to visual categorisation of graphical behaviour according to plot point and regression line proximity. STATISTICA v.10 (Copyright© StatSoft Inc 1984–2011) was used to generate CFPs for all datasets. The Lowess smoothing method was used for the generation of regression lines.

**Classification of pond efficiencies**

Relationships between in/out CFPs resulted in the categorisation of general pond efficiencies into two basic observational types. Additional consideration of statistical significance results led to the establishment of five different behavioural types (BTs), shown in Table 1.

The behavioural types of pond efficiencies were classified as follows:

1. **BT1 – Generally unresponsive efficiency:** Pond efficiencies were classified as...
generally unresponsive in cases where in/out data points and regression lines in the CFPs were coincidental, closely adjacent and/or intersected along the majority of the data range. A statistically significant result for the dataset was not held to negate this classification. This is because the Sign test results indicated significant differences (below a certain arbitrarily chosen $p$-value) between medians and could not prove or disprove efficiency on its own. Therefore, visual interpretation of graphical displays of data trumped the results of the Sign test in this case.

2. **BT2 – Significantly positive efficiency:** Pond efficiencies were classified as significantly positive when (a) in/out data points and regression lines on the CFPs were generally positive, non-coincidental and distant in the majority of the data range, and (b) the Sign test gave a statistically significant result for paired inflow and outflow datasets.

3. **BT3 – Significantly negative efficiency:** Pond efficiencies were classified as significantly negative when: (a) in/out data points and regression lines on the CFPs were generally negative, non-coincidental and distant in the majority of the data range, and (b) the Sign test gave a statistically significant result for paired inflow and outflow datasets.

4. **BT4 – Not significantly positive efficiency:** Pond efficiencies were classified as not significantly positive when: (a) in/out data points and regression lines on the CFPs were generally positive, non-coincidental and distant in the majority of the data range, and (b) the Sign test did not give a statistically significant result for paired inflow and outflow datasets.

5. **BT5 – Not significantly negative efficiency:** Pond efficiencies were classified as not significantly negative when: (a) in/out data points and regression lines on the CFPs were generally negative, non-coincidental and distant in the majority of the data range, and (b) the Sign test did not give a statistically significant result for paired inflow and outflow datasets.

**EXAMPLES**

The results of four case studies are presented to provide examples to illustrate the use of the classification system. Examples were specifically chosen to illustrate the different classification types.

**Sign test results**

$P$-values for the selected case studies are shown in Table 2 (p 50). Results were deemed to be statistically significant at $p < 0.05$.

The power of the sign test was low ($< 0.8$) for (1) the I5/I605 EDB total and particulate zinc concentration and mass, and (2) the I605 SR91 EDB total and dissolved copper concentration datasets. The power of the Sign test can be greatly influenced by sample size (see Dixon 1953) and it is therefore possible that these cases might have produced
statistically significant results if larger sample sizes had been available.

**Graphical displays of data**

CFPs for the selected case studies are provided in Figures 1–8. The following terms were used in the graphs:

- **Tot_In**: Total substance in inflow
- **Tot_Out**: Total substance in outflow
- **Diss_In**: Dissolved substance in inflow
- **Diss_Out**: Dissolved substance in outflow
- **Part_In**: Particulate substance in inflow
- **Part_Out**: Particulate substance in outflow

**Observations and efficiency classifications**

Behavioural observations coupled with the Sign test results and the resultant efficiency classifications are summarised in Table 3 (p 54).

**ADVANTAGES OF THE CLASSIFICATION SYSTEM**

1. It provides a standardised methodology, as well as terminology for pond efficiency classification through the creation of a singular descriptor of pond efficiencies, which can be used as a quick reference for comparison across case studies.

2. It is a supplement to the EPM, which is a highly recommended method (see GeoSyntec Consultants & Wright Water Engineers 2009) for pond efficiency determinations. The basis of the method is therefore already well established amongst stormwater quality researchers.

**SHORTCOMINGS OF THE CLASSIFICATION SYSTEM**

1. An advantage of the system, namely the provision of a singular descriptor of pond efficiency, is also a disadvantage. From the results it can be seen that complex cases may arise in which classification is overly simplified, resulting in failure to highlight underlying and complicated pond behaviour. For example, the I5 I605 EDB total zinc removal efficiencies for concentration and mass were classified as “generally unresponsive”. Closer inspection of the CFPs showed that removals were positive at higher values and negative at lower values, and this behavioural inconsistency could not be explicitly indicated in the classifications.

2. The efficiency classifications are qualitative rather than quantitative. In this system there are only five classifications and therefore only five levels of comparison, whereas numerical descriptors may result in infinite levels of comparison.

3. Shortcomings of the Effluent Probability Method are inherited by the classification system, e.g.:

   a. The graphical interpretations of efficiency are subjective. Cases can arise in which the interpretation of graphs is debatable. For example, the I5 I605 EDB dissolved zinc removal efficiencies were classified as “generally unresponsive”, even though the results of the statistical significance tests were $p < 0.05$ in both cases. The interpretation of the graphs as “CFPs coincidental and closely adjacent in many areas” had a purely subjective
basis. Therefore, in cases where CFPs show unclear indications of overall efficiencies, the results of the classification procedure with the EPM may differ from researcher to researcher.

b. The system includes consideration of statistical significance, the use of which is a controversial topic among scientists (Dickson & Baird 2011).

CONCLUSION
The Effluent Probability Method is a preferential method for evaluation of stormwater pond efficiencies, but does not lend itself to comparisons across case studies. The development of the classification system presented here was necessitated by a need to create a standard and singular basis on which pond efficiencies could be compared across case studies.

The main advantage, and disadvantage, of the system is the singular descriptor of efficiency for a pond, which allows comparison between case studies, but at the same time limits the ability to deal with complicated efficiencies over different data ranges.

![Figure 8 Central Park retention pond CFPs for cadmium mass inflow/outflow values: totals only](image)

Table 3 Observations and efficiency classifications of selected cases

<table>
<thead>
<tr>
<th>Data type</th>
<th>Graphical observation</th>
<th>Indication of graphical observations</th>
<th>Classification of behavioural type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total and Particulate Concentration and mass data</td>
<td>In/out CFPs coincidental and closely adjacent in many areas</td>
<td>Pond efficiencies are unresponsive and varied across the data range</td>
<td>Sign test results: Not statistically significant. Suggested behavioural type: BT1. Pond efficiency classification: Generally unresponsive.</td>
</tr>
<tr>
<td>Dissolved Concentration and mass data</td>
<td>In/out CFPs coincidental and closely adjacent in many areas</td>
<td>Pond efficiencies are unresponsive and varied across the data range</td>
<td>Sign test results: Statistically significant. Suggested behavioural type: BT1. Pond efficiency classification: Generally unresponsive.</td>
</tr>
<tr>
<td>Lake Ellyn – zinc</td>
<td>Total, Dissolved and Particulate Concentration and mass</td>
<td>In/out CFPs non-coincidental and distant in many areas</td>
<td>Possible significant general efficiency</td>
</tr>
<tr>
<td>1605 SR91 EDB – copper</td>
<td>Total Concentration</td>
<td>In/out CFPs non-coincidental and distant in many areas</td>
<td>Possible significant general efficiency</td>
</tr>
<tr>
<td>Total Mass</td>
<td>In/out CFPs non-coincidental and distant in many areas</td>
<td>Possible significant general efficiency</td>
<td>Sign test results: Statistically significant. Suggested behavioural type: BT2. Pond efficiency classification: Significantly positive.</td>
</tr>
<tr>
<td>Dissolved Concentration</td>
<td>In/out CFPs non-coincidental and distant in many areas</td>
<td>Possible significant general efficiency. Note: removals were negative</td>
<td>Sign test results: Not statistically significant. Suggested behavioural type: BT5. Pond efficiency classification: Not significantly negative.</td>
</tr>
<tr>
<td>Dissolved Mass</td>
<td>In/out CFPs non-coincidental and distant in many areas</td>
<td>Possible significant general efficiency</td>
<td>Sign test results: Statistically significant. Suggested behavioural type: BT3. Pond efficiency classification: Significantly positive.</td>
</tr>
<tr>
<td>Particulate Concentration and mass</td>
<td>In/out CFPs non-coincidental and distant in many areas</td>
<td>Possible significant general efficiency</td>
<td>Sign test results: Statistically significant. Suggested behavioural type: BT2. Pond efficiency classification: Significantly positive.</td>
</tr>
<tr>
<td>Central Park Retention Pond – cadmium</td>
<td>Total Concentration</td>
<td>In/out CFPs non-coincidental and distant in many areas</td>
<td>Possible significant general efficiency</td>
</tr>
<tr>
<td>Total Mass</td>
<td>In/out CFPs non-coincidental and distant in many areas</td>
<td>Possible significant general efficiency. Note: removals were negative</td>
<td>Sign test results: Statistically significant. Suggested behavioural type: BT3. Pond efficiency classification: Significantly negative.</td>
</tr>
</tbody>
</table>
In addition, the system has inherited the advantages, as well as the limitations, of the Effluent Probability Method.

The classification system is an attempt at improving the EPM for comparison of pond efficiencies. Future development of this system must include definite guidelines for classification and considerations of reproducibility. As it stands, it serves as a first overview of pond behaviour that can be used to inform further, more detailed, behavioural comparison.
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